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PREFACE

]p
This is the Standard Ocean Evaluation Group's final report on

Its search for a data retrieval system that will be installed as

Standard Ocean in the data bank of the Long Range Acoustic Propaga-

tion Project (.RAPP), sponsored by the Naval Ocean Research and De-

velopment Activity (NORDA). LRAPP formed the evaluation group in

January 1979 to assemble a roster of candidate systems and evaluate

each against project requirements. The group comprised J. G. Colborn,

chairman (Naval Ocean Systems Center); S. C. Daubin, Jr. (Pacific-

Sierra Research Corporation [PSR]); E. Hashimoto (NORDA); and F. J.

Ryan (Ocean Data Systems, Inc. [ODSI]). Standard Ocean is to be

Installed early in FY 1981.

Preliminary results of the evaluatiron group's search were reported

in a memorandum to Lcdr. Kirk Evans (NORDA) and John H. Locklin (ODSI)

on 30 April 1974. The present report reflects subsequent discussions

held at NORDA, further evolution of the prime candidate model, GDEM,

and rtect-nt t-valuation efforts.

The draft of the report was submitted for review in August 1979

(results are c-urrent as of that date); the report was approved for

distribution on 7 February 1980. In the interim, the following changes

occurred: I.MAPP was renamed the Surveillance Environmental Acoustic

Support (SEA.4) Vroject; and Fleet Numerical Weather Central (FNWC) is

now -t'Illed the Fleet Numerical Oceanography Center (MNOC). Reade r.i

will :ott. thar the text retains the former nomenclaure. Also in the

meantime, F. J. Rvan changed his atffiliat ion to Science Applications,

Inc.

The r-lrrrt, of the fol toing individual-s at PSR contributed to

t his rerport: Christinc D'Arc- edited it; Joan Pederion typed it; t.aure

91ackrby a4,d Ti.mothy Hadlock prr.pare4 the artt.-ork.

"Preliminary Eviluation of Candld4tes for the Standard (Wcvan
ketrivval Systrv and Next Steps Toward ltoplevmntation."

9•
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SUMMARY

This report describes and evaluates eight existing or proposed

oceanographic molels as candidates for Standard Ocean, a data retrieval

system to be installed in the Long Range Acoustic Propagation Project

(LRAPP) data bank. The primary purpose of Standard Ocean is to pro-

vide range-dependent sound-speed profiles for input to NORDA's numerical

acoustic models. Standard Ocean will also be used to support the ob-

jective analysis of environmental data collected during exercises at

sea. The candidate systems and their parent organizations are as

follows:

AUTO-OCEAN (NORDA) GFDL (Geophysical Fluid Dy-
namics Laboratory, NOAA,
Princeton University)

GDEM (NAVOCEANO) HYDAT (FNWC)

ICAPS (NAVOCEANO) SIMAS (NUSC/New London)

ODSI (Ocean Data Systems, Inc.)

The Standard Ocean Evaluation Group assessed each candidate accord-

ing to criteria indicated in the following description of desired

Standard Ocean capabilities. Standard Ocean is to provide accurate:,

realistic, and seasonal (preferably monthly) surface-to-bottom profiles

of sound speed, temperature, and salinity ir each oceanic l' x 1"

squzire. The sound-speed profiles should be in a format suitable for

nuenwrical aco.-stic models. The profiles sh.ý,ild accurately reproduce

all acoustically significant features. The degree of oceanic vari-

ability in each sqoAre should be indicated. Standard Ocean should

operate rapidly and inexpenstive \. it should be easily usable by the

nonspecialist. Fitall,', the candidate chosen vhoulý Le ctLapetit ivo

in acquisition cost and availability.

Using thosr criterit, we found the foll3wing !ix candidates un-

suitable for Statnd•,rd Ocean: FIB/EOTS/EXTRA, GFDL, HYDAT, ICAPS, ODSI,

and SI•AS. Te remaining two, AI31-OCEAN and GDIMM, met or exce•ded most

Standard Ocean criteria. Nevertheless, each requires modificatiou
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I. INTRODUCTION

This report presents the results of a search for a data r'etrieval

system to be installed as the Standard Ocean in LRAPP's data bank.

The Standard Ocean Evaluation Group determined that eight systems

warranted consideration as Standard Ocean cpndidates, and we examined

each in light of LRAPP's requirements.

THE NEED FOR STANDARD OCEAN

Standard Ocean was conceived by Lcdr. Kirk Evans (NORDA) to meet

LRAPP's need for the rapid retrieval of accurate, realistic range-

dependent oceanographic data, primarily sound-speed data, for input

in NORDA's numerical acoustic models. LRAPP uses those models for a

variety of purposes including exercise preassessment, exercise post-

analysis, and area assessments. Standard Ocean is also needed to

provide inputs for the objective analysis of exercise environmental

data. Other potential users of Standard Ocean include Fleet Numerical

Weather Central (FNWC), NORDA Code 320, and the oceanographic community

at large.

Standard Ocean will furnish a variety of oceanographic data besides

sound speed. It should be able to provide accurate, realistic :_urface-

to-bottom profiles of sound speed, temperacure, a=d salinity in cach

1* 4 1' square of the oceanic northern hemisphere. Each profile will

be typical for a particular square in one (if the four seasons (if attain-

able. monthly resolution is desired). The profile. will represent the

most probable oceanographic conditions In the given square ap.d tifm

period. "�st prcoable' dovs not signify average or mean; though sta-

tistically correct. an average profile might never be observed in that

o-a tion.

Standard Oc(an will produce acoustically r. :urate sound-speed

profiles. That is, sound-apeed magnitudes, channel axes and layer

J. Locklin et al.. :.VIN ",t 'c t~alge: A oO Ob 't-
A~~,:iI re r or !h £RAMP tkjtat'7ri LJIAP,

20 .4arch 1979.

|| I
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depths, and horizontal and vertical gradients should be those most

likely to be observed at the location and time specified. The sound-

speed profiles should be in a format suitable for numerical aco-stic

models.

Though not used directly in numerical acoustic models, tempero,-

rure and salinity data are valuable for verifying the quality of t.-

output that is used. The accuracy of sound-speed output cannot be

det,,-mined from sound speed alone. Other more stable measures of

ac':uracy are needed. Temperature and salinity change in highli -

dicrable ways (i.e., away from the oceanic boundaries, heat att- salt

are not added or subtracted from the ocean except in the s 11ace layer

above 100 m, in some shallow areas, and to a much lesser extent on the

ocean bottom). Therefore temperature and salinity data tacilitate

quality checks of model output, two common ones being (1) that density

does not decrease with depth, and (2) that temperature versus salinity

versus depth follow known empirical relationships. Hence the need

for temperature and salinity data in Standard Ocean.

The degree if oceanic variability in each square, though not of

immediate concern to acoustic modelers, should eveneually be added to

Standard Ocean's capabilities. Over long periods, variability in the

upper kilomater of the ocean can caust marked differences between pre-

diýtu.d and observed conditions. For instance, the variability-caused

"nois." in the observed surtace temperature can be as great in ampli-

tudr as the annual signal. Variability outputs needed for Standard

Ocean includr mt-asures of the incidence of sotnic layette, their minimum

and maximum depths, the incidence of eddies and fronts, and the minimum

and maximum ranges of temperature, r.altnit,, and sound-speed prodilc.

Standard Ocean Will bec an automated system that a nonoceatiographer/

tiotfacoust £cian ran uiv to quickly and cheaply select the appropriate

sound-Tpeed prufilies for "odel runt. in effect. St4adard Oceat will

The rationale tot trmpvratuve and malinity analysis, and the pro-
rcdures involved. ar•- cplxained In greater detail in 0. 1. Hamayev,

ography SvrirtI, Vol. 11, Elsevier Prres, Amzterdam, 'Mr Netherlands.
1975, and it Appendix F.
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remove the oceanographer from the data selection "loop" and replace

him with a computerized data retrieval system. The oceanographer's

attention can thus be freed for model n:uns requiring more specialized

inputs and interpretations.

Standard Ocean will function as a separate unit within the LRAPP

data bank. Figure 1 depicts Standard Ocean's role in the flow of

information from data sources to acoustic models. Environmental data

from sources such as NODC and FNWC are screened and edited. Depending

on the technique employed, either the most probable real profiles are

selectad, or all observed data are objectively analyzed to produce a

smoothed, representative field. The analyzed data become the Standard

Ocean. Next, the data are retrieved from Standard Ocean and combined

with other environmental data such as shipping distributions and bathy-

metry for input first into the appropriate reformatting software and

then into acoustic models such as PE, FACT, and ASTRAL. Alternatively,

Standard Ocean can input data into the objective analysis module of the

data bank and then into the reformatting modules and acoustic models.

In that capacity, Standard Ocean provides the first-guess climatology

necessary to initiate the objective analysis of a particular data set.

STANDARD OCEAN REQUIREMENTS

The foregoing description of the attributes desired in Stanaard

Ocean yielded the following list of requirements, which we used to

evaluate the candidate systems:

SOutput products and technical quality. Standard Ocean should

provide accurate, realistic, and seasonal (preferably monthly)

surface-to-bottom profiles of the most probable sound speed,

temperature, and salinity in each oceanic 1i x 10 square.

The sound-speed profiles should be in a format suitable for

numerical acoustic models and should accurately reproduce all

acoustically significant features. The degree of oceanic

variability in each square should be indicated whenever pos-

sible. Standard Ocean should also produce outputs that can

be used to support the objective analysis of synoptic exercise

environmental data.
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a Level of automation. Standard Ocean's output should be easily

usable by a nonspecialist.

• Turnaround tinte and operating cost. Standard Ocean should

have minimal turnaround time and operating cost.

* Time and cost to acquire. Standard Ocean should be competitive

in time and cost required to incorporate in the LRAPP data bank.

Section II presents the evaliation, which concludes with our fiLld-

ings on the candidates judged unsuitable or suitable for Standard

Ocean. In Sec. III, we narrow Lhe choice further and consider the tasks

thaL remain before Standard Ocean can be installed.
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II. EVALUATION

This section lists the eight Standard Ocean candidates we evalu-

]ated, describes their distinguishing characteristics, then explains

why we find certain candidates unsuitable and others suitable for

Standard Ocean.

THE CANDIDATES

The following list names the parent agency, key persons involved

in each model's development and operation, and the appendix in this

report that describes the system more fully.

* AUTO-OCF:AN, in operation at NORDA, Code 320, NSTh Station, Bay

St. Louis, Mississippi (.Appendix A).

a FIB/EOTS/EXTRA (Fields by Information Blending/Extended Ocean

Thermal Structure/EXTRAction), developed by Manfred Holl of

Meteorology International, Inc., for FNWC, Monterey, Cali-

for, a (Appendix 11).

0 GDEN (Gc-neralized Digital E~nvironmental Model). developed by

Thomis M. Davis at NAVOCKANO, NSTL Station, Bay St. Louis,

Missiissi ppi (App,.ad ix C).

* CF'DI. (11C wModvl name given), dvveloped by Sydney 1xvitu hi~nd

AbraladL. It. 04ort of the Geophysical Fluid Dynamics iLaboratury,

NOAA at Prinecto. University, Princeton, New Jers~v (Appendix

0 HYDAT (ltYdro-Climatological DATv Basel. develolked by Ocean

Darn Sy.-teams, It~c. , Monrteey, Califeraia, for FNWC; opcrated

and i.aod IIi~jd , 'v,ýIyn A. He.,FNWC (Appendix E).

*IVAPS (1ntvg~atvd Corx.-nd Antisubmarine Warfare I :edictioti

Syster-', d.-veloped by Alvan Fisher, Jr. and operitred by William

R. Floyd anid Paul Mtoersdorf o&T NAVUCY-ANO (Appendix, F).

7, 0~ ODS I (nit model 1 azme V I vv,i) , proposed model to bc developod

by Capt. Paul M. Wolff of Ocean Data Systeuui. Inc. (Appeni-

dix )
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0 SIMAS (Sonar In-Situ Mode Assessment System), developed by

Eugene M. Podeszwa of NUSC, New London, Connecticut (Appen-

dix H).

Distinguishing Characteristics

The candidates are differentiated by several key characteristics,

summarized in Table 1. One is the method used to derive the model's

output products. FIB/EOTS/EXTRA, GDEM, GFCDL, and ICAPS use an objec-

tive analysis technique. AUTO-OCEAN, HYDAT, and SIMAS store and re-

trieve typical observed profiles for each location and time period; in

addition, AUTO-OCEAN performs some smoothing of typical profiles.

ODSI's analysis technique is unclear.

The objective analysis approach has the advantage of working well

in areas of sparse data, provided the surrounding areas have adequate

data. Difficulty may arise in analyzing areas where all the data were

collected over a short period or only during one or two seasons

(seasonal aliasing). The objective analysis technique can also falter

in analyzing situations where two or more water masses occupy a single

square. If the masses have very distinct characteristics, the analysis

may fall into the trap of producing an average result, which may never

be found it, reality.

Ihe typical observed profile approach works well in areas with

abund.iut obs.rvations, where it produces representative profiles close

to the most probable real conditions. However, fewer than 3 million
tdevp-ocean measurements have been taken worldwide, and they cluster

(1) along shipping lanes and around ocean weather stations in the

northeri hvemtsphere, and (2) in the warmer, less storm> months. When

profiles are dreired for the times and places unrepresented by data,

The objective analysis models vary in the sophistication and range
of their tEchniques. The common thread is that their outputs are not
observed profiles but profilee statistically derived from real data.
Typically they are smoothed approximations of average or most probable
oceanographic conditions and do not contain the "toisv" found in real
data. Locklin et al. review the objective analysis techniques of GDEM,
Flg/E0TS/F-TR.A, and ,WFDL.

Az opposed to surface measurtments, of which there are about
30 million.

- ~ 'h-
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Table 1

1) ISTINGUISH[NG CHARACTERISTICS OF CANDIDATE MODELS

Characteristic Model

Method of deriving outputs:
Objective analysis ................... FIB/EOTS/EXTRA, GDEM,

GFDL, ICAPSa

Typical observed profiles .......... AUTO-OCEAN, HYDAT,
SIMASb

Number of layers represented:
One ................................ HYDAT, ODSI
More than one ...................... AUTO-OCEAN, FIB/EOTS/

EXTRA, GDEM, GFDL,c
ICAPS, SIMAS

Greatest depth of output products:
S5000 m .................................. FIB/EOTS/EXTRA, GDEM

(temperature and
salinity only), GFDL

Bottom ................................ AUTO-OCEAN, GDEM (sound
speed only), HYDAT,
ICAPS, SIMAS, ODSI

aICAPS uses a hybrid approach, combining XBT observations

with an analyzed temperature profile after identifying the
local water mass.

bHand-smoothed.

CGFDL outputs 32 horizontally analyzed surfaces of temper-

ature, salinity, sigma-T, and oxygen.

the skills of the oceanographer are strained and he may be forced to

use "artistic license" in plaze of scientific techniques. Assuming

that real data offer the most accurate standard, we evaluated the

model outputs of GDEM by comparing them with typical observed profiles,

particularly at locations where the data are plentiful (see Appendix C).

Yet, to be effective worldwide, Standard Ocean may need to incorporate

an objective analysis technique for use in sparsely sampled areas.

The second distinguishing characteristic is the number of layers

used to represent variables such as temperature and salinity. ODSI

and HYDAT use a single-layer model. The rest of the candidates are

multilayer. The multilayer approach assumes that the water in the

upper layers (typically <400 m) differs from deeper water in dynamic

characteristics and time constants. AUTO-OCEAN, GDEM, FIB/EOTS/EXTRA,
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SIMAS, and K(.APS employ a two- or three-layer model. GFDL outputs

horizontally analyzed surfaces at 32 depths of tLoaperature, salinity,

sigma-T, and oxygen. Unlike the other multilayer models, GFDL does not

perform a vertical analysis, although the values at the different depths

can be recombined to form vertical profiles. Using a multilayer model,

the modeler can simultaneously represent the deepe, ocean with an

annual or winter-summer resolution and the upper layers with seasonal

or monthly re-solution. (ICAPS is an exception in this respect. It

merges expendable bathythermograph (XBT) data with an appropriate deep

(>200 m) temperature profile after determining the local water-mass

characteristics--see Appendix F.) in the final output products the

layers are merged over a range of depths around their overlap or meet-

ing point. Another reason for the importance of temperature and salinity

in Standard Ocean (besides the reasons given in Sec. 1) is that errors

are easier to detect in merges based on temperature and salinity than

in merges based on sound speed alone.

The third distinguishing characteristic is the greatest depth to

which the analysis extends. FIB/EOTS/EXTRA and GFDL produce output

products no deeper than 5000 m. The rest extend to the bottom, except

GDEM's temperature and salinity models, which do not extend beyond

803 m. Thie depth limitation does not exclude FIB/EOTS/EXTRA and GFDL

from consideration, since their output could be extrapolated to the

bottom with exisEting deep sound-.pevd data.

°utyu_ Produc t

Tablt- 2 Isumuarizes the output products 4nd coverage of the candi-

date modv-ls-. The detail of the descriptions corresponds with the

amount of inftormation available. For example, much more information

is available about GD14 titan about HYDAT.

EVALUAT ION

Our evaluation of the candidate models against the requirements

- . Audet, Jr.. It -' e "e,; 0: Chwtzr e !ytv ;" " '.
i' e I r,,, .:r'r•,pke for the ,.k*eayn a4.,jul J;eIn -f teh Nor th.em hemi-

,t.we,, Acoustic Environmental Support Dutachment, ONR, AESD Tech-
nical Note TN-M5-02, April 1975.
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specified in Sec. I revealed that each candidate has unique capabilities

meeting one or more of LRAPP's requirements; none meets all of them.

Unsuitable Candidates

F.-B/EOTS/EXTRA is a documented system both undergoing testing and

in operation at FNWC. It is used on a CDC 6500 to objectively analyze

oceanic thermal structure with XBT observations as inputs. The outputs

are "fields," or horizontally analyzed surfaces of temperature and its

so-called first and second differences defined on FNWC's standard

63 x 63 grid covering the northern hemisphere (i.e., AT/AZ and A 2T/AZ 2).

The fields are computed at 26 depths between the surface and 5000 m,

with increased resolution near the bottom of the mixed layer. Spatial

resolution of the 63 x 63 grid at 60*N is - 380 km. For limited gec-

graphic areas, a grid of higher resolution is available down to 1/8 the

standard. The system accepts as inputs temperature profile.. that are

irregularly spaced in time and space. Sound speed is computed using

analyzed temperature, archived salinity, and the FNWC program EXTRA.

In regions lacking XBT observations, the model reverts to the archived

climatology.

The disadvantages of FIB/EOTS/EXTRA are that (1) it analyzes tem-

perature only, using indirect means to compute sound speed, (2) the

analysis is sensitive to the sparsity of synoptic XBT observations, so

it relies heavily on static climatology, (3) the merge of the surface

temperature analysis (0-400 m) with the deep climatology could produce

unrealistic results, and (4) the analysig extends onlv to 5000 m (not

a serious deficiency).

The advantage of FIB/EOTS/U.TRA 1,d the ease with which its objec-

tive-analysis technique could be developed for Standard Ocean by (1)

Improving the spatial grid to at least 1%, (,7) increasing the

depth coverage to possibly 11,000 m, and (3) improving the input cli-

matology and adding salinity as an output. It would he most -ttectivc

to run FIB/EOTS/EXTRA at FYNC and transfer the outputs to the LRWIN

This problem could be alleviated by (1) increasing the observa-
t ion period from the present 12 hr to approximately one month and (2)
updating the climatology with F.NWC's new Master Oceanographic Observa-
tion Dats Set (MOODS) containii'g -2.8 x 106 observatioas.



bai ank for inclusior. in Standard Ocean. The likely cost of sc

ImplementaItion is unknown.

idFWl is an objective-analysis model that produces horizontal fields

(if Analvzed t emperat tre, salinity, sigma-T, and oxygen in worldwide

1* I' squtares. Tem~poral resolution is motthlv. ThL. data are output

it 12dpth~s from the surface to 5000 m. GFD' 's iao,;t seriou5- flaw is

is lack- of at tvmpt to preserve the vert.;'.ai integrity of the out2-ut

fir Ids. Sotind ýspeed, not ai direct output produg-t, must he d-"-Ived from

the model 's temperature and salinity outpucs. As verti.-O integrity is

not preserved in those parameters, the sonic layer dcptaia and secondary

channels in any derived sound-speed profile will be distorted. In ad-

dir ion, the model produces seasonal aliasing in squares lacking comn-

picr sa:orial data. It would probably be difficult to. madify the model
for Sz.Andard ocean appl icat ion because the object lye-analysis computer

Code is specific to the GFDL. computer; the output data format may also

beiui ~que.
The main advantages of GFOL are that the initial antalysis of the

fields is complute, the coverage is worldwiuct, and the model is pre-

sumably available now.

i, rvtrieval system for %ee~ccting the most representatt,

01berved tvmtp,-ratitre and I minity profiles in a given area (Multiple

of I' I ' l q e) Coverragv is worldwide at intervals of one or two

months. l'oi r, xtend from surface to bottom.

HYE)AT I- -i~uitAblC bteC±U~ir (1) its analytsis does not attempt to

jrreserve rv cir--4ntativv sonic layer depthn, (2) it somectimecs fails to
diffe!rentt i.4r between two Watrr MAS!:VSe(~. when water ~asses- Arc

dittvrrnt At the ýiurtAcv but thr same At 243 m, and whevn twatcr-mass

chArdetvristicn reveirse b-twiern the murface and 243 Mn), andl (3) it

dow-z not preserve ther horiZomtal integrity of thc output ficldzi.

IIYDAT':s ulder data set of P)0.000( observations 0i to he replaced

in late 1979) by fNWC'h neW HOOD)S ob-'irVat ion data liet. Evelyn A. heiis,

vwho in de-bugging ý.ind mo-Alting HYDAT 4t ENWC. does not conzider the

toodol rvady for ireleaso ,et. Azi M-D1AT iii dc!%irucd to op'.!rate Wiirth

FNWC ýsoftware, it mAy rrquitr modlific.ation to operzite on the ILWA? data

ban~k. Fin41ly;, an cxpeiriveced operaltor ',q ntirctd to run HYLIAT.

The mAitt idvantagrs of HYI)Atim its worldvide coverage and itsi

ability to mometiawN identify the prciicuce of two water t~sues in an

arva An~d glvv- thei encaatrscs
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ICAPS is a shipboard system for predicting sonar performance based

on XBT inputs, archived water-mass characteristics, and FACT model runs.

ICAPS merges an observed XBT with an appropriate deep (>200 m) tempera-

ture profile by identifying the water mass in the upper 200 m. The

temperature and annual salinity profiles are used to compute a sound-

speed profile, which is fed into the FACT model to produce acoustic

eigen-rays and propagation loss.

ICAPS is operational only in the northern hemisphere. It cannot

predict what the range-dependent environmental field will be during a

particular period; it requires real XBT data as inputs. Furthermore,

it assumes a uniform ocean in the vicinity of the XBT observation.

As a result, its analyses are less reliable near fronts and in highly

variable areas.

The main advantages of ICAPS are that (1) it can perform a synoptic

water-mass analysis using observed data, (2) it is automated to the

extent that a nonoceanographer or nonacoustician can get good results

from it, and (3) it is operational and available now.

ODSI is a proposed model, yet to be built, that will provide a

variety of oceanographic data including monthly maximum, minimum, and

"most probable" profiles of temperature, salinity, computed sound

speed, and sigma-T from surface to bottom. The spatial grid will

typically be 1* x 10 or less, depending on the local complexity.

Coverage will be worldwide. The model will also provide information on

the frequency of current and frontal boundaries within squares, strong

currents, eddies, "shelf phenomena" (not explained), and mixed layer

thickness.

ODSI's disadvantage is that it remains largely conceptual and

untested. We have seen no outputs to date, and more information on

the methodology will be needed for an accurate evaluation. The developer

estimates that the analysis for the entire world could be completed in

18 months at a cost of - $180,000; smaller portions could be provided

on a prorated basis. We are unsure of the accuracy of these estimates.

The main advantage of ODSI is the variety and abundance of data

it promises to provide, although some data may not be directly appro-

priate to LRAPP's needs. It is the only model we have found that
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attempts to deal tith ocean variability. The variable spatial grid

will be an advantage in areas containing fronts and currents. The

procedure for producing the profiles will atceupt to preserve horizontal

gradients and verpical curvature.

":;IMA' is dsigned to provide deep somnd-speed profiles (L366 m)

to extend an observed XBT-derived sound-sped profile to the bottom.

The basic data files contain annual sound-speed profiles for 70 so-called

homogeneous areas in the North Atlantic, 69 areas in the North Pacific,

ind 50 areas in the Indian Ocean. Spatial resolution for data selection

is presumed to be 1 x 1*. In addition, monthly best-guess sound-speed

profiles are available for the upper 36(f m. The program and data are

computerized for shipboard operation. Profiles are als. available in

at las reference charts by area.

SIMAS is unsuitable because its U.Se of homogeneous area profiles

does not yield realistic horizontal gradients, so it cannot produce

reliable inputs for range-dependent models. In its favor, the analysis

is complete and published in atlas form. its availability, acquisition

cost, and time to implement are unknown.

PitCentially Suitable Candidates

"..'- ..'4N i a CDC bOO0 series retrieval system for seleet ing

entvironturntal ,...Itmetcr% suitable fur input to NORDA's ntnuirical

acoustic modeis. Thc retrieval data include (1) the most representa-

tive observed %easonal so,-nd-speted profile (originally prodtwtd by

RSVP), by % quares, k,) bathymetry data from Scripps institution

of Ocratio.raphv, by I' I' squAr-s or tracks, (3) seasonal signifcant

wave height,% by " V squares, and (4) FNWC and NAVOCWANO botto" loss

cli.ss bv I' I' s.:luarse. Coverage is tor the northern haimsp'tere.

tOutputb arc oLtt grrat-irct traek!. Nound-spved profiles are vxvt-ndrd

to the bottom using the devp proiile data contained in RSVP; those

data 4rc the average -dound lpeeds in each * u V squat- at I0011 M

intvrvals betwVeetn 1000 t and 10,0030 ta.

The ain advan-tage ot AUTt-OCEA.N is that itsr producwt doncribe

parimc-te= trot itncluded in anty other MtcJri (items 2 , ,.an. 4 above);

those paramtaerr arc required ad inputm otr nutierical acoustic tdclsi.

- ----- - - ------:----,---- .•v-,---~~ -. ~



.zl

-15-

AUrO-OCEAN also operates rapidly and inexpensively (e.g., a single

season of parameters for a 50 nm track could be produced in - 4 sec

at a cost of - 24 cents, government rate). LRAPP has paid for the

model, and it is available now.

AUTO-OCEAN's 5* X 5* spatial resolution for the sound-speed model

is too coarse, and the model lacks temperature and salinity data; how-

ever, representative sound-speed, temperature, and salinity profiles

can easily be inserted on a 1' x 1* grid spacing.

GDFM is an objective-analysis program that produces fields ot

analyzed temperature, salinity, and sound speed on a 30' x 30' grid

over various depLh ranges. Preliminary analysis has been completed

for the North Pacific and Mediterranean and is beginning for the North

Atlantic. The Indian Ocean seginent is to be completed sometime in the

future. Observattional data are insufficient to run GDEM in the southern

hemisphere.

The GDV4 component for the upper layer models seasonal temperature
t

between the surface and the merge depth (- 400 m), annual salinity

between the surface and either 400 m in the Mediterranean or 800 m

in the Pacific, and 4easotnl sound speed from the surface to the

merge depth in both oceans. The sound speed is derived from the

analyzed temperature and salinity fieldm.

Below the surface model: of temperature, salinity, and sound speed,

there !s a middeyth, two-%cason (winter-saummrr sound-speed model from

200 at to 24)O m. It is being augmented in the North Atlantic by a mid-

dep0th tcmperature and salinity model (%ve Appendix C. Attachmett 3).

The lovrst component is an annual %*und-spved model extending

from ZL0O m to the bottom. There is ii evidence that the dwvelopvr

intendh to replace this moaol with a tempcraturv or salinity model in

the near future.

TI1hi modw l has received our most detailed !dcrutiny to date.

Xerar depth, a variabl,- peculiar to each otcta bazin, is thl
depth at Which two adjacent of-er• oi th " Arc tu-rrcdd. In the
ea rlv I979 version of the model for the North Pacific. for example,
thlat depth wam iixrd for the entire bAini a• 4 OO m. Vc uttdrrtatnd
that the 1atE-t yerlitoim of the adel dju-st avrgr depth over the
"batin to ftr the obZerved data.

¢_€.
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Each GDEM component uses a different curve-fitting technique to

obtain the best fit ts the edited observed data. Bathymetry data for

th,. North Pacific and Mediterranean are on a 30' x 30' grid.

Of all Standard Ocean candidates, using objective-analysis tech-

niques, GDEM comes closest to reproducing the significant features in

vwrtical sound-speed profiles. Comparison of model profiles with

typical observed profiles for the North Pacific showed that GDEM main-

tains horizontal continuity yet preserves frontal structure in some cases.

It appears to work well in areas with sparse data except the southern

hemisphere. The 307 x 30' grid spacing is the smallest of any moiel

yet evaluatea. Operation is rapid (-, 3 min to edit an entire tape for

one season in the North Pacific) and reported to be simple.

Several problems need to be resolved before GDEM could become the

S;tandard Ocean retrieval system. One is a tendency toward error in

modeling the upper layers at the higher latitudes in the L.rth Pacific.

The developer has undertaken a redesi,- of that portion of the model

and may already have solved the problem (see Appendix C, Attachment 3).

A stvcond problem is an inexplicable seasonal shift in the CDEM sound-

si'eed profiles in the North Pacific near 30*N, 140"W, between 300 and

M O) m. Wr do not know whether the recent redesign will correct that

discrepancy. Its acotustic significance, how'vver, is expected to be

minimat. The rcedtsign-d model will be tv~ted in FY 1980. The d'-veloper

vxpvctL CtoW tIo be fully operational by early FY 1981.

I'
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III. CONCLUSIONS

Of the eight original candidates for Standard Ocean, we judge

that AUTO-OCEAN and GDEM show the most potential for meeting LRAPP's

requirements, and in a timely and cost-effective manner. Both models

are contini-ally being evaluated and modified, though AUTO-OCEAN is

availablc now. Because of GDEM's realistic and detailed representa-

tion of the oceanic vertical and horizontal structure, it is our first

choice for Standard Ocean. If GDEM is not available for installation

by early FY 1981, we recommend that AUTO-OCEAN be installed in the

interim and updated using typical observed profiles, as mentioned in

Sec. II. By mid-FY 1.980, we will know whether GDEM will be available

on schedule; then we can recommend an appropriate course of action to

bring a Standard Ocean on-line by early FY 1981. When GDEM is approved

and released, we recommend that its output be stored in the AUTO-OCEAN

framework. The advantage is that AUTO-OCEAN is a data retrieval system

knowm to work; it should not be too difficult to replace AUTO-OCEAN's

outmoded sound-speed profiles with the new GDEM profiles. Storing

GDEM output In the AUTO-OCEAN framework would enable the acoustic

modeler to retrieve sound speed, bottom loss class, bathymetry, and

wave height in a single model run instead of the two or three runs

otherwlsi' required.

The only LRAPP requirement no candidate meets is the one for ocean

voriability. We suggest that LRAPP sponsor a study of ocean variability

to prodtce a detailed 10 x 1° variability index to be Included in

Standard Ocean. We do not expect that the index could be implemented

in time for the initial installation of Standard Ocean in early FY 1981.

- Ai
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Appendix A

AUTO-OCEAN

AUTO-OCEAN is a CDC 6000 series retrieval system of environmental

parameters suitable for input in numerical acoustic models. It is

operational at Eglin AFB and is accessed via a remote terminal at NORDA

(Code 320). AUTO-OCEAN provides the following environmental informa-

tion for the entire northern hemisphere: (1) bathymetry (Scripps

Institution of Oceanography) per 10 square or track, (2) seasonal sig-

nificant wave heights per 50 square, (3) bottom loss classes (FNWC 1-5

and NOO 1-9) per 10 square, and (4) seasonal vertical sound-speed pro-

files (using RSVP) per 5' square. The sound-speed profiles are the

most representative observed for the given square and season. The

profiles are extended to the bottom using RSVP's deep profile data,

which are average sound-speed values for each 5' < 5° square at 1000 m

intervals between 1000 m and 10,000 m.

The environmental information is generated along a great-circle

path given either an initial point (lat, Ion), bearing, and maximum

range, or two points (initial and final lat, lon). The parameters are

retrieved at each point where the selected track intersects a 1' lat,

lon grid on the earth's surface. The data sources are the NODC ocean

station data file to 1972, FNWC and NAVOCEANO bottom loss classes, AMS

interim wave height data bank, und the Scripps bathymetric data file.

'"urnaround t isw for AUTO-OCEAN is typically 4 sec for a 50 nm

track; cost is alout 24 cents for one season. The system is available

1now. Its Lechnj'Al quality is acceptable for most acoustic model runs,

This appendix draws on intorti•tion provided In a letter to Daubin

trom Ha.shimoto, 28 March !919.

S(e- J. J. Audet, Jr., .nd G. F. Vega, , .... :. -
ft* tc:':' :"'r' U:'F' Acoust ic Environmentatl :upport Detachment,
oKR, AESD Technical Note TN-74-03, October 1974; and Audet, jeitw~u

* SSLiW.W MAW

k, :&Oar
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depending on application and purpose. LRAPP has already paid for the

product, so It could be acquired at no cost.

If AUTO-OCEAN is to serve as an interim or permanent Standard

(hvccan, we recommend that the current 5°-square sound-speed profiles

he re, placed by representative l'-square sound-speed, temperature, and

salinity profiles that are compatible with the 1" bathymetry and 10

bottom-loss-class data files. Those profiles could be produced by

selecting the most typical observed profiles or by an objective analy-

sis technique (e.g., GDEM--see Appendix C). Objective analysis might

preserve the horizontal continuity of the field better than observed

profiles.

For example, J. G. Colborn and J. D. Pugh, A Filocedurp for SeZec-
t~on cT i'tpioal Sound Speed Pro filea, Naval Undersea Center, NUC TN
L006, May 1973.

ri

t
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Appendix B

FIB/EOTS/EXTRA

The FIB/EOTS (Field by Information Blending/Extended Ocean Thermal

Structure) retrieval system is used at Fleet Numerical Weather Central

(FNWC) for predicting oceanic thermal structure. The system now oper-

ates on a CDC 6500 computer; FNWC will use a Cyber 175 in the future.

FIB/EOTS/EXTRA, discussed below, is the FIB/EOTS version that produces

sound-speed profiles.

* ANALYSIS

FIB/EOTS accepts irregularly spaced (temporal and spatial) tem-

perature profiles as input. Those single observations are subjectively

weighted according to relative accuracy and interpolated to the nodes

of FNWC's standard 63 x 63 grid of the northern hemisphere (see Fig.

B.1). At 60*N, that grid has a spatial resolution of Ax - Ay - 380 km.

For limited geographical areas, a higher resolution grid is available

down to 1/8 the standard. Then, "fields," horizontally analyzed sur-

faces of temperature and its first and second derivatives, are fitted

to the data values at the grid nodes. The fields are comprted at 26

depths (including standard depths) between the surface and 5000 M, with

increased resolution near the primary layer depth (i.e., the point of

the largest vertical curvature in the temperature profile).

Sfor regiont where no observed data are available, FIB/EOTS sub-

stitutes archived climatology values. fhough not limited to the XBT

(T-4) data format, FIB/KOTS uses primarily XBT observations at input.

Ott a typical day, 400 4re received. most as fleet messages (20-30 tcm-

perature-depth pairs) rather than actual XBT traces. For an input of

that size, the turnaround time is approximately 1/2 hr.

'nits appendix draws on information provided In a letter to Daubin
from Ryan. _' April 1979.

FIB objrctiv, methodology, the basis of FVl/EOTS, is further de-
scribed in tht- attachment to this appendix.

&
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OUTPUT PRODUCTS

Temperature Profiles

Temperature profiles are computed at each grid node by merging

the FIB-analyzed dynamic upper levels (ý400 m) with the static deeper

level (>400 m) climatology in a way to minimize an error functional.

The error functional is essentially a least-square minimization of

the gradient and curvature of the computed profile. The merging pro-

cess tends to shift the upper portion of the deeper level climatology

toward the XBT observations near 400 m. Any climatological anomalies

in the dynamic upper levels will be reflected in the profiles at greater

depths. Because of the statistical nature of the FIB analysis, hori-

zontal gradients will diminish unless the spatial data have been sampled

adequately. However, the user can impose boundary conditions on the

FIB analysis to retain certain gradient features.

Sound-Speed Profiles

The FNWC program EXTRA (FXTRAction) must be added to FIB/EOTS

to produce sound-speed profiles. Using the FIB/EOTS temperature fields

and unanalyzed, archived salinity data, EXTRA computes sound speed

from Leroy's equations. The program does not check the vertical ata-

bility of the computed temperature/salinity values at the grid nodes.

Sound-speed profiles at points other than grid nodes are computed by

linear interpolatlion between adjacent nodal values.

ADVANTAGES

FIB/EOTS has a number of positive qualities for oceanic tempera-

ture analysis:

0 It is an operational program.

* Its documentation and source code are available.

• It is continuously being tested and evaluated.

C. C. L.eroy, "Development of Simple Equations for Accurate and
More Realistic Calculation of the Speed of Sound in Seawater," J.
Acoust. Soc. Am., Vol. 46, 1969, pp. 216-226.
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* It is highly automated.

J The methodology is internally consistent.

* It has the capability of variable tempoial resolution.

* It easily accepts new observations.

* Error estimates are made on the finai output fields.

* It adequately preserves layer depth.

* It does not overburden computer resources.

* The FIB/EOTS/EXTRA objective analysis technique may be suit-

able for generating some Standard Ocean data sets.

DISADVANTAGES

For adaptation as Standard Ocean, FIB/EOTS/EXTRA has several

weaknesses:

* The spatial resolution of the standard FNWC 63 x 63 grid is

too coarse.

Only temperature is analyzed; the salinity values are archived

ones.

* The analysis is sensitive to the scarcity of synoptic XBT ob-

servations and thus relies heavily on static climatology.

* Vertical profile integrity is compromised by the merging of

shallow (ý400 m) synoptic XBT observations and deeper clim-

atology.

* The climatology fields (temperature and salinity) used as

inputs to the FIB analysis are of questionable suitability.

(This weakness may be corrected when FNWC replaces the cur-

rent climatology with the new and larger MOODS data set, as

planned.)

F, 
.. . .. .
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Attachment

FIB OBJECTIVE ANALYSIS METHODOLOGY

The Field of Information Blending (FIB) is a powerful analysis tech-

nique applicable to virtually any two-dimensional physical variable. As

of 1973, FIB programs were being used at FNWC to analyze sea surface

temperature and sea level pressure distributions. As of June 1975, an

FIB adaptation for wind analysis (u, v) has been formulated and other

applications are under development.
The FIB technique analyzes the distribution of a variable by blend-

ing measurements of the variable and its gradients, which come from

different sources and locations. The program uses reports from various

observation stations, with estimates of reliability, and it accepts

regional or whole field estimates of the parameter and its derivatives

(gradient, Laplacian, etc.). It checks all input data, rejects gross

errors, and assembles the data. From this, it blends or analyzes to

produce the optimum analysis which best fits all the information at hand.

The technique also produces grid-point reliabilities of the final pro-

duct. All input data are reevaluated individually by comparison with

the blended analysis, which includes the interacting effects of all

information that went into the analysis.

Reliability or weight is a measure of the worth of a piece of in-

formation. In every step of the FIB process, information exercises only

the degree of influence warranted by its reliability value at that par-

ticular stage of the analysis. The ability to compute the information's

reliability is the key to the FIB technique.

FIB has six component operations, to be discussed in the following

sections.

This attachm'nt is paraphrased from U.S. Naval Weather Service Nu-
me rcaI EvironmentaZ Producta Manual, NAVAIR 50-IG-522, 1 June 1975, pp.
3.10-1 and 3.10-2. According to Jack Kaitala (FNWC), the description
applies to the current FIB analysis.
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FIRST-GUESS FIELD PREPARATION OF INITIALIZATION

rhe first guess Is an estimate of what the analysis will be with-

out considering current data. It provides continuity into data-sparse

areas and gives an estimate of the shape (gradients, curvature, etc.)

of the field. In sparse-data areas, the accuracy of the first analysis

depends partly upon first-guess accuracy. The first guess is also useful

for keeping "impossible" data from entering the analysis by indicating

the approximate values expected in an area. Information is thus tested

for credibility against the first guess.

The first guess in objective analysis models is either a previous

analysis, extrapolated to analysis time, or a prognostic chart verified

at analysis time.

FIB has the unique capability of accepting several first-guess

fields, each weighted by its proportionate value. Later in the program,

FIB can individually reevaluate the worth of each first-guess field.

It a previous analysis is to be one of the first-guess fields, the FIB

program has a special steering subroutine to bring the old analysis up

to analysis time. In the sea-level pressure application, the 500-mb SR

(residual) height field steers the previous analyses the appropriate

distance and direction. This process, called kinematical extrapolation,

gives a conservative first guess and is very informative when used with

a more sophisticated, primitive-equation forecast.

A•SSEMBLY OF NEW INFORMATION

Reports of the parameter being analyzed are placed at their proper

geographical positions. The first-guess field value is Interpolated at

thu report location, and the values are compared. In soe analysis sys-

tems, only an arbitrarily assigned difference is allowed. If the allowed

difference is exceeded, the report is thrown out. In the FIB method,

the difference varies with the magnitude of the gradients near the report

and, for some parameters, with latitude.

If the report passes the gross-error check, it is assigned a re-

liability or weight. This Is based on the standard deviation of the

- ''; ' ''---• . ••.• e .',"..... . - ' .. ... . .., , o---- •-,"- .. . " -'•• -' ',;, •-• .. • ... . .• , ,• . .... .. ' • '•;• •
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errors associated with that type of report--the larger the standard

deviation, the smaller the reliability. Other factors involved iri deter-

mining the reliability vary with the parameter; examples include magni-

tude of the gradients near thc report, age of the report, and station

elevation.

The difference between the interpolated first-guess value and the

report value is applied at the nearest grid point as a correction to the

grid-point guess value. The total assembled value of the parameter at

a grid point is a weighted mean of all the data referred to the grid

p•unt, with each value contributing to the mean in accordance with its

reliability.

BLENDING FOR THE PARAMETER

Blending is the analysis stage, corresponding to the drawing of

isolines by a hand analyst. The assembly step combined reports at their

nearest grid points. The grid-point information is now spread to sur-

rounding grid points by reference to previously derived gradients and

higher order fields. The degree of spreading is increased with higher

reliability in the gradient and other spreading fields.

After blending, each grid point will have a new parameter value,

re.<lecting surrounding information as w.ýll as information at the grid

point itself. This is an optimum compromise of all the weighted infor-

mat ion.

RELIABILITY FIELD OF THE BLENDED PARAMETER

Next, a reliability field is computed for the blended pararr.ter

in preparation for the next step of reevaluation and error checking.

The blending process results in new parameter values at each grid

point, and these values will have a different reliability or weight.

For example, if one grid point had nothing but first-guess information

before blending, its reliability would -e much lower than surrounding

grid points that have information from -.everal obsrrvations. Blending

spreads the information from the high-reliability grid points to the

ones that have lower reliability. Blending increases reliability at

- i-
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all grid point-s, reflecting the additional information flowing in from

4tirrounding grid points. Even the low-reliability points can add infor-

mation to surrounding areas. The interaction between the grid points

is greatest over a one-grid interval and diminishes with distance. The

strength of interaction is limited by the gradient weight, i.e., if the

gradient is known only slightly (low weight), even adjacent grid points

will have little effect on each other.

REEVALUATION AND LATERAL REJECTION

FIE uses the blended parameter field and grid-point reliabilities

to reevaluate each piece of information that entered into the analysis.

The reevaluation provides quality measures for each observation and

each first-guess field. The analysis cycle will be repeated using the

reweighted information. The reevaluation stage is a vital and integral

part of the FIB technique. This allows a second or even third analysis

pass with ever-improving weights.

To reevaluate reports of any parameter, a statistical measure is

computed for each report. This measure indicates the accuracy of a re-

port compared wLih the accuracy expected from the designed reliability.

Each report, with its weight, is individually removed from its grid

point and compared with what remains, or the "background." If the re-

port is within its expected error, no change is made in its reliability.

tf the error is greater than expected but within some upper limit, the

repo,'t's reliability is reduced. if the error limit !s exceeded, the

report is rejret;:d (i.e.. its weight becomes zero) and it will have no

effect w'h,,. the next assembly and blending is made.

The reli,;bility of the first-guess fields can be similarly evalu-

ared. If new ini.,rmation disagrees with the first guess, the weight

of the latter is rcd..'ed. In some spplicatione involving rapid change,

t.uch a% sea-level pressure. the first-gucsi weight is so mall that

rvevaIuation i tnot ntice•,'?,.

;" V '1A,•iLY S IS

The r4en4Iyzis begins by returning -1 the a-ss- bly stage. the new
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assembly starts with the first-guess fields, which may be reweighted,
ard the reports are assembled with their reevaluated wiights. The whole
cycle is repeated exactly as before. In the final pass (second or third
analysis), the program skips the reevaluation and proceeds to the output
4ect Lon. The final -nalysis is stored in the computer for transrn.sion

alnd for input to other programs.

A•
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Appendix C

CDEM

The Ceneralized Digital Environmental Model (CDEM) being developed

by Thomas Davis of NAVOCF.ANO is an objective analysis program designed

to produce seasonal fields of analyzed temperature, salinity, and sound

speed on a 30' x 30' grid. The model's output can be adapted for use

in an automat,Žd environmental data retrieval program to provide range-

dependent inputs for acoustic modeling. GDEM is not yet operational,

and the modeling processes are continually being evaluated and re-
t

developed. Therefore, little documentation is available, and current

descriptions must be regarded as tentative.

PRELIMINARY EVALUATION

To evaluate GDEM's ability to reproduce the typical vertical

structure in selected oceanographic regions, NOSC selected real sound-

speed profiles to represent six Northeast Pacific sound-speed provinces

for the summer season and compared them with model outputs. We re-

ported the results to LRAPP on 30 April 1979 (reproduced as Attachment

2). Some province-profiles matched well, confirming GDEM's potential

ability to reproduce real oceanographic vertical structure.

The results also uncovered a technical problem regarding the model-

ing of shallow-channel sound-speed structures observed around Latitude

49°N. In some provinces the difference between the "typical" r':al ad

GDEM profiles exceeded the standard deviation for all real observations

in the province at a number of depths. The greatest mismatches occurred

This appendix was written by Colborn, who also analyzed the NOSC

comparison results.
tNAVOCEANO described the basic techniques of an early version of

GDEM in an informal, unpublished report (reproduced as Attachment 1 to
this appendi'•:) A mete detailed mathematical interpretation of the
model, "LRAPP Objective Analysis," Ocean Data Systems, Inc., 20 March

1979, unpublished report, has been outdated by later model revisions.

! ''
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at 250-500 m. Tn one instance, the model profile shifted the main

channel axis to a depth outside the range of observed values near the

test location.

Those discrepancies prompted NAVOCEANO to redesign portions of

the model. At first the problem was thought to lie in the merging of

the upper Butterworth filter model and the middepth orthogonal model.

NAVOCEANO later found that replacing the quadratic tail in the upper-

layer temperature model by an exponential function eliminated the

shallow-channel discrepancies (see Attachment 3 for a recent memorandum

reporting on the GDEM redesign).

RECENT EVALUATIONS

Vertical Structure

While awaiting the results of the model redesign, NOSC continued

comparing data from the original model with North Pacific observations.

The earlier comparisons used real profiles from an analysis defining

sound-speed provinces. Those profiles were developed to represent a

large region, whereas GDEM is designed to produce a profile representa-

tive of a single location. To match that design characteristic, we

decided in the later comparisons to select real profiles representing

point locations. Because a reasonable number of observations are

required for selecting a typical profile, the data inventory was

searched to locate 18 squares with high data density for evaluation.

Figure C.1 shows the location of the six 10 squares selected. Locations

1, 2, 3, and 5 met the criterion of a reasonable number of observations

for winter (January-March) and summer (July-September). Location 4 met

the criterion only for the summer, and location 6 did not provide ade-

quate data for either season.

Figures C.2 through C.13 graphically depict the comparisons between

the selected typical profile for the specified 1i square and the GDEM

profile for the central coordinates of the square. The maximum and

minimum profile envelopes for all observed data are also plotted.

Figures C.14 through C.25 overplot the GDEM profile on the composite

plot for all deep observed profiles in each seasonal 1l-square data

set.
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Fig. C.2--GDEM-typical comparison, location 1 (300 N, 140"W), winter



-35-

1170 100 1490 150C 1510 1520 15W ISio
0 - - --- -- .. 0

si- J(& I WYP-

Sao • DEPTH IYPC&L 4DIM .Of E500
"I -. 1521.6 152b.8 -. 3

zu 58.6 1528, . -. 2

3& u 127.5 M62d.7 -1.2
5 L 15Z2.4 152Z5 .6 -5.2
75 1521.0 1519.1 1.9

100 1515.5 1515.9 2.6
125 1515.3 1515.2 .1

... 100 154.9 IS14.? -2.3
200 150,.7 1538.9 -4..2

250 1499.4 1505.4 -4.0
301 1495.1 147 7.7 -2.6

T. 1000 t400 1483.5 14S8.0 .3 1000
5 C, 14 z. 1 143 1.5 1 .2

LU 600 14o.3 1476.2 2.1
C •"700 1480.2 1471.5 2 .4

ýOu 14.03.• 5 1,t7 ,Z ?.I
I 90J 140'.7 1479.1 1.6

3 10 14 lb1. 3 140.1 I .?

* 110U 14b2.2 1431.2 1.0
12Ou 148 .1 14 2. Z .9

1 30 145
4
.0 1445. 1 .5

1400 1 4 .9 14,44.2 .7

SOUND-- DPE E /MC

F1g. C.3--GDEM-typical comparison, location 1 (304 N, 1409W),

"15 434 483 .

1•"J• .... ... 1,91.6,1491.-?. -.-wo



-36-

1 'sW 1460 1470 1480 1190 1500 1510 1520

Ak[A I viP-
O(PtH I Y PCAL GO E It GO E

J 1W.4 16,1.6 -. 2
10 1468.6 14-.6i.9 -. 3
20 1468.8 14,67.1 .

5 J 1460.0 1457.4 -. 4
500 5 u 1469.3 1473.) -. ? -00

75 1469.6 1473.0 -. 4

I 1)1 1470.3 11.65.4 1.6
I 125 1469.0 1461.Z .8

"15" 1461.7 14 q.7 .0

TI 131 146b.3 146ý.6 -1.3
'5U 1469.0 1473.5 -1..5

"" I 3)ji 1469.5 11-71.-3 -1 .S
4 •)0 1470.6 1471 2.7 -?.1
5)3j 1472.1 14•.) -1.9

630 1473.4 14,/5.0 -1.6
r 4 30 1474.1 1147s.9 -1. 5

"" 0 1415.5 1475.8 -1.3
T. 1000 30 1476.6 1477.6 -1.0 low

10'3 1477.6 1.73.5 -. 9
.11 0 1478.. 14 7 ?..4 -. 6
1?3i 14 b0. 0 11452.4 -. 4

413)0 1451.2 14.3t.S -. 3

14)u 14OZ.5 1451..3-.

U Itu 1467.2 1.57.3 -. 1

t23)0 1490.6 1,3.5 .0

SON ... 11[0-,

Fig. C.4--GDEM-typical comparison, location 2 (5ON, 145W). winter

.ML-



-37-

1450 1480 1470 1180 1490 1500 1510 1520
. . . .. . .. .. . . 0

°° ,

500" 500
AkF A 7 IP-

D(PTH TYPLAL ri 0 Li !•0 E q

u 1411 .4 14 6.2 1.2

30 145v.1 1490.4 -1.3
50 1.'1 .. 2 147b.4 .8
75 147ý.. 1471 . I . 9

100 11,11.6 1470.U 1.6

U15 146o.7 1470.4 -1.7
SLOU 14,5v.0 14, .u1 .0

1. 1000 L5e3 14,9.1 1,71.3 -7.? 3Ooo
!;,3, 1,'6 V. g 2 I14 1 .3 -?.1

43U 141u.8 147t1 . -. 5
500 14l14eý2 1 4N. 3 -. 1
OOU 1473.5 14713.4 .1
I /OU 1414.5 1474.5 .0

*bO14715.5 147S.6 -. 1
)93JU 141o.6 147C.0 .3

1000 1,.77.5 1477.7 -. 1
*. 113U 14th;.S I47a.b .0

* 1 10 46h,0.0 1419, .9 .1
I 100 141 1.2 14S 1.2 .0
140U 1 4 2.5 14 ,i2.5 .0
1500 14.6 3.a•,1..8 .0 1500
1 75U 14 %/7. 145 . 3 -:1
2000 i490.5 14?'U.S .0

-- G D E M

now- TYPW

S2000 .. . . . . -. .*:---. . . . . . . . . . . . . ., . . . . ., , . . . . 2000

I tA.) It~. 1410 Wt1ee 1490 1500 1510 1520
SOUND SPEED (MI/SEC)

Fig. C.5--GDEM-typical comparison, location 2 (50N, 145*W), summer



-38-

117u 0 1480 1490 1500 15s0 1520 15.30 1540

D 1-0TPCL G E ýDEI

U 15 1. 1510.S .5

3u 15 1. 151 13 .3- ",:]

s s - 1511.7 15101.6 .5
75"• -1 1511.6 151 2.3 -. 2

IGO.'"2 151 .15 1511.1 .0

125 1511.6 151 1.9 -. 3
1i/50 1511.1 1511U.9 .1

27'O 1501.5 1507.3 1.2
250 1505.5 1513.i 1.7

1000 3105 1511.6 1511.2 -. 4 10
4 0 L;1494.2 1497.9 - .7

.5 OU 1487.5 1492.3 -1.5
60JZS 1505.5 1456.2 -2.6

[. 1[l~ 700 14530.7 1452.2 -. 5 00

o00 1479.7 1480.0 -. 3900 1519.6 145902 .41000 1579.8 15 71;.4 .4

1100 1430.3 1490.2 .1
1200 1•5 1.0 1511.1 -. 1
1300 1531I.19 1582.2 -. 3
1500 1483.0 1513.9 -.3
1500 1451.2 1434.1 .
1750 1457.5 1507.30 1.200U 1493.8 1490.9 -1. 10

0 . 14.2 -1.5
S• J 1 14 l. 1400

170 140 1 48 15110 1510 13523 14 0. 151

'-)OIND SPEED (M/SEC)

Fig. C.6--GDEM-typical comparison, location 3 (34*N, 164*E), winter
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Location 1. Figures C.2 and C.3 indicate that the shapes of the

typical profile and the GDEM output are similar in winter and summer.

However, comparison of just the GDEM profiles for winter and sumer

indicates a large sound-speed difference extending to a depth of

2000 m. That seasonal difference is not found in the typical profiles

or in the observed data sets containing more than 400 observations

for each season. Figures C.14 and C.15 also indicate that the GDEM

middepth sound speeds fall positively outside the data envelope during

the winter and negatively outside during the summer. That variation

in the GDEM output cannot be readily explained by known oceanographic

seasonal variability for the area. The potential problem appears to

lie in the middepth sound-speed portion of the model; further investiga-

tion is needed to make certain.

Location 2. The structural comparison for winter (Fig. C.4) looks

reasonable, though the CDE! profile falls outside the observed data

envelope on the positive side. This is also apparent in the overplot

of the GDEM profile on the composite profile (Fig. C.16). The summer

profile (Fig. C.5) appears similar to the typical, but a portion

dcviates positively from the observed data set (also indicated in Fig.

C.17). These profile mismatches resemble the mismatches encountered

in the earlier comparisons, so the redesigned upper-layer model may

correct both. We expect to evaluate the new GDEM when model output is

available in F-Y 1980.

.ocation 3. Figures C.6 and C.7 ind!cate a reasonably good match

in the comparisons. Both CDEM and LVpical profiles indicate seasonal

deviations at depths below the normal seasonal limit of 100-200 m. An

explanation Li suggested by the composite plot for the summer (Fig.

C.19). "The hi.;torical transit of the southern part of the eubtropical-

subarctic transition zone past location 3 iz apparent in the bimodal

structure of thr upper thermocline. The GtEM model produces an inte-r-

mttdiatc dtructur- while the sclection procedure for the typical profile

targets the shallow thermocline data %ubset.

Location 4. The selection of location 4 was an attempt to check

the GE'M model in semi-itiolated shallow water. However, insufficient

data in the winter (se Fig. C.20) and high variability in the su-ru

tr;
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(Fig. C.21) precluded a meaningful model comparison. The evidence in

Figs. C.8 and C.9 suggests that the model predicted quite well the

general sound-speed structure for this location.

Location 5. Location 5 is also in an area of high variability,

as the composite plots in Figs. C.22 and C.23 show. The GDEM output

profile compares quite favorably with the typical and composite data

during the summer. The winter structure is similar, but Figs. C.8

and C.22 show a slight negative shift of the profile. No explanation

is apparent.

Location 6. Location 6 comparisons are inconclusive because of

the lack of observational data. The winter season contained only one

observation, and few data were available for the summer. The GDEM-

composite profile overlays in Figs. C.24 and C.25 show generally

similar structures. A tendency toward mismatch is seen in the depth

zone where the model is being redesigned. The new model will be

evaluated -or location 6 in FY 1980.

in summary, (GDE2 exhibits the same potential to reasonably model

the oceanic sound-speed structure for acoustic modeling that it did

in the earlier comparisons. The problem remaining with upper-structure

modeling at higher latitudes may already have been solved by the re-

desLgn. We do not know whether the redesign will correct the second

problem noted, the apparent seasonal shift observed in the GDEM pro-

filvs for LocLt ion 1. That anomaly does not, however, seriously

impair the modcl's potential for reasorably reproducing vertical struc-

ture and acoustic .ransmission. Further evaluation in FY 1980 will

reveal more about the seasonal-shift phenomenon.

Horizont.l iuttt y

For Standard Ocean applicat ion, it is important that GDO pre-

serve the horizonutal integrity of the titructurr for rabvge-dependent

4cousti,- modeling. Judging by tho devvlopecnt procedurcs used to

,produce GDLfM, prescrvatioti of horizontzal integrity will be a funda-

mental a,-.it of the nodel.

fKiVOCEANA) gave NOSC a limited opportunity to tett thit charac-

teristic by providing a single GU)E4-produced sound-sped contour
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for evaluation. The contour pertained to a section of the great-

circle track (Fig. C.26) extending from 300 to 45 0 N through the Kuroshlo

and Oyashlio frontal zones in the Northwest Pacific (Fig. C.27). Archi-

val observed data have not been processed for comparison with the GDEM

section, but data in the literature allow indirect evaluation. The

key aspects of model output to consider are the frontal zone gradients

and the absolute sound-speed values.

We used two synoptic sound-speed sections reported by Roden for

comparison. The first is a north-south section at 168 0 E and at the

same latitudes as the GDEM section, for April. Although located con-

siderably east of the GLEM section, the Roden section shows a horizontal

gradient of 24 m/s/l lat at 200 m depth at the subarctic front that

compares with the GDEM section at the Oyashio frontal zone. It is dif-

ficult to distinguish contours and to compare structure in the upper

200 m on the GDEM plot, and the season it represents is unknown. The

second Roden section at 154 0 E for April provides a very good compari-

son. The gradient across the Kuroshio front in this Roden section is

approximately 28 m/s/l lat at 200 m depth, while the GDEM gradient is

somewhat less at 15-20 m/s/1 0 lat. Across the Oyashio front the grad-

ients are very similar at approximately 25 m/s/1 0 lat.

These remarkable results indicate that smoothing and editing

techniques used in the preprocessing of data for GDEM do not obliterate

significant high-gradient structural features such as large frontal

zones. Tn FY 1980, more comprehensive range-dependent testing of the

model should be performed to evaluate the horizontal field output.

G. I. Roden, "Temperature and Salinity Fronts at the Boundaries

of the Subarctic-Subtropical Transition Zone in the Western Pacific,"

J. Geophys. Res., Vol. 77, No. 36, 1972, pp. 7175-7187.

G. I. Roden, "On North Pacific Temperature, Sali.ity, Sound

Velocity and Density Fronts and Their Relation to the Wind and Energy

Flux Fields," J. Phys. Oceano., Vol. 5, No. 4, 1975, pp. 557-571.
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Attachment 1

DESCRIPTION OF TECHNIQUES USED FOR DEVELOPMENT OF

SOUND SPEED PROVINCES FROM THE NAVOCEANO 3D MODEL

INTRODUCT ION

The data set used in deriving the Province Chart is actually a

three-dimensional seasonal model of sound speed. The model consists

of three parts: a surface model of the upper 400 meters consisting

of annual salinity and seasonal temperature (3 months); a two season

sound speed model from 200m to 2450m; and a one season deep sound

speed model from 2000m to the bottom. A bathymetry file is also

included.

DATA BASE

The basic data base is our Ocean Station File (OSTA) which con-

tains all available Nansen cast data. This file was used for all

parameters. To better define the near surface model seasonally, a

XBT file supplemented the temperature portion of the model.

DATA EDTUING

There are two phases to the data editing--automacic and manual.

The automatic method consists of a computer routine which does

the following:

I. Breaks the region into small squares.

2. Computvs mean and standard deviation of -ata within each

square.

3. Eliminates all data outside ± one standard deviation from mean.

lit practice, a double pass is wAde shifting the squares to better eval-

uate 6tationi which may have been on the border. For deep sound speed

Sdata a 5 degree square is used and cach level is evaluated separately.

Unpublished technical description by NAVOCLANO, Code 3300.
spring 1979.
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For data which consists of a set of coefficients for each station,

a different approach is used. The profile is derived from the coef-

ficients and a mean profile for the entire data set is computed. All

stations are compared with this mean profile deriving an unnormallzed

coherency coefficient for each station. These coherency coefficients

are then used as the values in editing. A two-degree square is used.

At this point season becomes important and it is at this stage that

the seasons are separated. A separate run is therefore required for

each season.

The manual procedure consists of contouring the data, locating

questionable areas, listing the stations within and near these areas,

manually selecting the bad stations and running a cleanup routine to

create a new data tape without the bad stations.

CURVE FITTING METHODS

The heart of the basic model is the orthogonal polynomial least

squares fit to each input profile of sound speed. One of the problems

with the orthogonal polynomial is that very large changes, as occur

near the sea surface, are not only poorly fit, but also cause a rippling

effect down the protile. For this reason the upper 200m were not

originally used. This curve fitting technique is used on the sound

speed profiles between 200m and 2450m. The routine requires evenly

spaced data and &n even number of input points. The data are there-

fore interpolated uiing a cubic spline every 50m creating 46 data

points.

keprt.sentative profiles were f it using the polynomial and the IMS

wais computed for each degree of fit. The objective wan to have the

mean RhMS no larger than 1 m/sec.. T'he minimum degree of fit oweeting

that rrquirement is seven producing eight coefficients.

T-e same technique in used for salinity from 0-380m with a three

degre,- fit.

The deep portion of Lhe sound speed profile, 2500m to the bottom,

is very .imooth and a non-orthogonal least squares parabolic fit with

three coefficients suffices. This fit is actually made starting at

2000m to provide overlapping.

iT f
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The near surface (0-400m) temperature is the most complicated

with typical profiles simulating a step function. For this fit an

analytical expression for the squared amplitude response of a Butter-

worth filter was developed. This technique works quite well with most
profiles being fit with an RMS of less than 0.3 0 C and no rippling below

the mixed layer.

SPATIAL INTERPOLATOR

A three-stage interpolator is used to produce matrices of the

coefficients. The first stage assigns each value to a grid point
weighted as a function of the inverse square of the distance from the

grid point. If any data fall within 0.1 grid interval of the grid
point those data are arithmetically averaged and others excluded.

The second stage builds a coarse smooth grid at 3 times the re-
quested grid spacing. This uses a minimum curvature cubic spline

technique which fits a surface to the data. The technique was de-

veloped by I. C. Briggs (1974) and programmed by C. J. Swain (1976).

The coarse grid is filled in using a cubic spline to produce a smooth

surface at the final grid spacing of 30 minutes in latitude and

longitude.

The third stage merges this smooth grid with the input data. The

resultant matrix shows detail where there are data and is smooth where

data are sparse with continuity of the first and second partial deriva-

tives maintained throughout.

COMPRESSION AND RETRIEVAL

After the grids have been evaluated for bad points, they are run

through a series of compression, sorting, and indexing routines. In

preparation for this, the grids are organized so that each season of

the near surface includes the bathymetry grid, the salinity coefficient

grids, and the temperature coefficient gr-ids for that season. Thus

each season consists of a complete set for retrieval. The deeper sound

speed coefficient grids are also combined with bathymetry. This re-
sults ir six compressed and sorted files: four seasonal near-surface

files and two seasonal deep files.

.....1
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Retrieval routines simply require a position and season and the

appropriate profile is returned. To get a surface to bottom profile

requires accessing both a near-surface file and a deep file.

Therefore, to simplify usage, a user file is built for each season

which consists of reconstructed sound speed profiles from surface to

bottom and salinity and temperature profiles to 400m at 30' positions.

These exist in the user file similar to an oceanographic station with

values at standard depths.

The creation of a complete sound speed profile from surface to

bottom requires two merges--one at 400m and the other at 2500m, con-

necting the three parts of the model. The sound speed from the surface

to 400m is derived from the temperature and salinity models and is

merged using a modified version of the ICAPS merge. This merge con-

sists of accenting the upper profile and shifting the deep to fit,

applying a correction which decreases with depth. In order to account

for the different time steps between the surface model and the deep

model, this merge has been modified to apply the same corrections in

reverse to the upper profile when the difference between the two at

400m is large.

The deep merge is accomplished with a 10 point overlap and dif-

ferential weighting. This takes place between 2000 and 2450m with a

point cvery 50m. At 2000m the upper profile is weighted 10 and the

deep profile 1 while at 2450m the upper profile is weighted 1 and the

deep profile 10.

REFERENCES

Briggs, 1. C., "Machine Contouring using Minimum Curvature" Geophysics,
Vol. 39:1, pp. 39-48, 1974.

Swain, C. J., "A Fortran IV Program for Interpolating Irregularly
Spaced Data using the Difference Equations for Minimum Curvature"
Computers and Geosciences, Vol. 1, pp. 231-240, 1976.
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Attachment 2

INITIAL COMPARISONS BETWEEN GDEM AND TYPICAL OBSERVED PROFILES

This attachment presents the preliminary results of qualitative

tests to examine how well the Generalized Digital Environmental Model

(GDEM) reproduces accurate historical sound-speed profiles for numer-
t

ical acoustic modeling. For expediency, preselected "typical" sound-

speed profiles from the Northeast Pacific region were compared with

the GDEM output. The typical profiles were obtained by a NOSC sta-

tistical procedure (described by Colborn and Pugh, NUC TN 1006, May

1973) that selects an observed profile to represent all data for a

particular sound-speed province over a particular season. Figure I

shows the six Northeast Pacific provinces (delineated by dotted lines)

and the locations of the actual profiles chosen to represent them

(black dots indicated by arrows) over the sunmmer months of July through

September.

Each typical profile location was given to NAVOCEANO as input to

GDEM. Figures 2 through 7 plot the model's output of summer profiles

for the six locations with the real typical profiles from the same

locations. Quantitative sound-speed differences at standard depths

are tabulated on each figure. We gauged acceptable variability by

comparing the tabulated differences with the standard deviation for

the province data set at each standard depth (standard deviation values

are not shown here). The comparison indicated good fittings for prov-

inces 2 and 2T. In the other provinces, the typical-GDEM difference

exceeds the standard deviation for all province data over the entire

season at a number of depths.

This attachment is extracted from "Preliminary Evaluation of
Ca.ididates for the Standard Ocean Retrieval Systenh and Next Steps
Toward Implementation," memorandum from the present authors to Lcdr.
Kirk Evans and John H. Locklin, 30 April 1979.

IThese tests are limited to qualitative evaluations because the
real data for sound-speed variability at each location are unavailable.
This problem is being addressed in additional testing now under way.

*i - +.



-68-

5°N -1~~'4J...1LI i

T1 .T V

-II

, I
I :Y.• , -~'

-.-- ' ; -j*-- -

Jj, K .7!i7Vi~i 3

- +Q !#4I•f.....[ h..y_ --

I .

t-• ......-----
-, - I" I

_ t' I ! I .

I '
! it A'Qt .-, , -.. • . .

• 16(r 15O 140( 1302 W

Fig. 1--Location of six selected sound-speed profiles for
comparison with GDEN model

g2L



-69-

IIo II

LiI
:= "Coo :60. : . ** *1- .P.O.W. **

V)V

-. I- '

CD-

"Li

aaO- - - - -- - - - .- - ---- ,00000Q OrB=======,

a 
ca

"LI

b-

CD-

Or:



-70-

L)

If~*******9* * * *~ **9*

0: . 0 0. wa 1% 9% 09 0 0

ze 0% oI 4% I 011 0 00-00 :,

41 v

a~ a * *.9.....a aa * . 444 I

a ~ 0C) 11I

a 4@OOUO ~ 70 LT

Q-b



cr-(&i afo *0 0 " 0 0 * ********

ý0 0 0 0 & bla
5-. ow t A0

C-)US~ 9 ~ 0S P ~C A.C~
--4 va

4%S4Ct E E t E4 4. EE E.)

m . r . n
C.* S SS S *S * * * * * *

- ----- - -r -r

S8 O a-L% aoo',-aoo o o

S..A55s N OrO O Oc-a~~



-72-

The profile mismatches are greatest at depths of 250-500 m in

provinces 1, 3, 4, and 5. In provinces 1, 3, and 5 the modtl profiles,

though divergent from the typical profiles, still retain the basic

vertical structure of the observed data. In province 4 the problem

is more serious because the model profile shifts the main channel

axis depth from 300 m to 500 m. The axis depth statistics for the

140 observed summer profiles in province 4 indicate a mean depth of

253 m and a standard deviation of 109 m. Only 8 of the 140 profiles

indicate a channel axis depth of 500 m, and all occur near the southern

boundary of the province, 45*-46"N.

The deviation of the GDEM profile from the observed profile is

vividly displayed in Fig. 8. It overplots the GDEM profile on the

composite plot of al, 140 observed summer profiles in province 4.

The region where the surface (0-400 m) and deep (200-2450 m) GDEM

sound-speed models overlap is shown for reference. The GDEM profile

gradient between 300 and 500 m deviates from the majority of the ob-

servations and results in the deeper-than-expected channel axis depth.

The problem range, 250-500 m, contains the most depth points

wlher, tht, upper Butterworth filter model of the data merges with the

iniddepth orthogonal polynomial model. The nature and extent of this

potential problem with GDE.N will require additional testing; these

comparisons merely suggest that CDM should be evaluated further to

determine the quality of its output for LRAPP acoustic modeling.
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Attachment 3

INTERIM RESULTS OF GDEM N

U.S. 'NAVAL OCEANG&,,k,'HIC OFFICE
NSTL STATION

BAY ST. LOUIS, MISSISSIPPI 39522

Code 3300:smc
27 June 1979

MEMORANDUM

From: NAVOCEANO (Code 3300/T.Davis)
To: NOSC (Joe Colborn)

Sub): Results trom new temperature model (0-400M)

KEnc: (1) Temperature comparison for PAC Area 4-Summer
) Sound Speed Compparison

1. The summary you sent me of our 17 M.y meeting is fine. Based on•--=" •ru-crot tes•titig of a nvw temperature model, containing :% replacement of

• -mi •th. qluadratit* t~il by an exponential form, we have .-Iade a major change
•_=•int ,,tir 11 4,ay ptan. instead oft proceeding directly to the Atlantic
•=ui .m,,t-ic wv irt- rebuilding the entire Pacific soundt speed model with this

new temperAture model. This should 3e completed in 6-8 weeks and be
Sretdy for your evaluat ion work.

2. Etnt)l.ure (1) compares the old a-nd noll w m'dC-i using the temperature
you s:%, , :-t- tor NEPAC area-4 (:;,mmer). E.c, losu,- 1 (2) is the

Sqt'iva eti t s-,und speed using vtyor s.AinitIvs, includting a plot of
ouLr nt U id m- dcl -.ouad spcced bet ore the mc-rge process. You can% -sick
th4i the ptobiem with the mrrg- which caused the middle model to be
""t-et•,r-,,-d to m-ýt.h the tail of the surft4ce model was actually caused

by the poor nrit oL the quadrtat ic tail. 'r ret results to date indieate
thalt the exponentiAl tail on the new t,=perAture model will greatly
imtprove- the Mer1ge Problem.

1. There tij one- .dditiottal chhange to our I' M4y plan1. You and John
1.ocki i t tt'n tnt- me MI the :itvantag n of a separatc temperaturo and

~ainiy ~~Ii f~ hemil.1"- W-c!l ti on't have timt now to
.1 1l,.,,..,, i, r,--- , e pc i. bt4, wt plAn to take this appro•eh in
t li At 1.ta t 1 -

i. ihanki for set*d1ttV me the Iacltic llsting! and I'll let vOta kiwv
171 sot I. I e n zavE the new Pr , ia Ic .di fini s hd.

TUN DAVI0

LLD- K.. E•ant (N'\WDA'Code b000
J. Lob~kilts OUtt
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Appendix D

GFDL

GFDL was developed by the Geophysical Fluid Dynamics Laboratory

at Princeton University. The model's objective analysis of oceano-

graphic data derives from the iterative difference-correction method

developed by Bergth6rsson and D6os and modified by Cressman. GDFL

was designed to study the ocean's role in the global heat balance.

Its output products are analyzed horizontal fields of temperature,

salinity, sigma-T, and oxygen. The products are given at all standard

depths between the surface and 5000 m on a 1l-square grid for each

month over all oceans. It is possible to compute sound-speed values

and their vertical profiles at all grid points down to 5000 m from

the output products. Because of its products and worldwide coverage,

GFDL qualifies as a candidate for Standard Ocean.

ANALYSIS t

The value for each 1V square is defined as a mean representative

of the square's center. The 360 x 180 grid points are located at the

intersection of 1/20 lines of latitude and longitude. In the analysis,

the average distance between data points (the observed means) is

This appendix is based on information provided in a letter to
Daubin from Colborn, 29 March 1979, and on the following publications:
P. Bergthorsson and B. D66s, "Numerical Weather Map Analysis," Tellus,
Vol. 7, No. 3, 1955, pp. 329-340; G. P. Cressman, "An Operational Ob-
jective Analysis Scheme," Mon. Wea. Rev., Vol. 87, No. 10, 1959, pp.
367-374; and S. Levitus and A. H. Oort, "Global Analysis of Oceano-
graphic Data," Bull. Amer. Met. Soc., Vol. 158, No. 12, 1977, pp. 1270-
1284.

'See the citations in the preceding note.

NODC standard depths of 0, 10, 20, 30, 50, 75, 100, 125, 150,
200, 250, 300, 400, ... , 1500, 1750, 2000, 2500, 3000, 4000, and
5000 m. In addition, the GFDL analysis was performed at 3500 and
4500 m.

'This description is paraphrased with permission from Levitus
and Oort, who describe the GFDL analysis and its results in detail.
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computed by taking the square root of the total ocean area divided

by the number of data points. An influence radius is defined as a

multiple of the average distance between observation points. At the

grid points coinciding with an observed mean, the difference between

the mean and the first guess field is computed. At each such grid

point, a correction to the first-guess value is then computed as a

distance-weighted mean of all first-guess mean differences occurring

within the grid point's influence radius. Mathematically, the correc-

tion factor is given by the expression

n n
C ,j = IWQs / s , (D.1)

s=l S =

where C = the correctiion factor at point (ij),

i,j = east-west and north-south coordinates, respectively, of

a grid point,

n = the number of observations within the influence radius

of point ij,

Q; = the difference between the first guess and the observed

mean at the sth point in the influence area,
2 -2

W = exp(-Er R ), for r • R,s

W = 0, for r > R,s

r = distance of the observation from the grid point,

R = influence rodius,

E = 4.

At each grid point, an analyzed value G i,j is computed as the sum

of the first guess Fi,j and the correction C,,j at the point. As

another gross error check, if the magnitude of Q exceeds a prescribed

limit, held constant throughout the analysis, the correction factor

is not used. If there are no data points within the influence radius,

the correction is zero and the analyzed value is simply the first-guess

value.

Following the foregoing procedure, an analyzed field is produced

at each grid point. That field becomes the new first-guess field, and
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the procedure is repeated until the analysis shows little change.

The number of iterations required depends on the disparity between

the first-guess field and the observed input data. The smaller the

difference, the fewer iterations are required. After each iteration,

the resulting field is smoothed with a Laplacian smoother.

The analysis scheme permits the influence radius, the error limit

for the correction factor, the number of smoothings, and the intensity

of smoothing to be varied with each iteration. The strategy is to

begin the analysis with a large influence radius and decrease it with

each iteration. Levitus and Oort were thus able to analyze progres-

sively smaller-scale phenomena with each iteration.

EVALUATION

GFDL's basic data sources for the original analysis are outdated.

The analysis of temperature was made with 1.2 million soundings com-

posed of Nansen cast data, mechanical bathythermograph (MBT) data, and

expendable bathythermograph (XBT) data, all from a pre-1973 NODC file.

A new analysis is planned to include all Nansen cast/salinity temper-

ature depth recorder (STD), XBT, and MBT data available from NODC as

of June 1976.

For Standard Ocean application, GFDL's most serious flaw is the

lack of attempt to preserve the vertical integrity in the parameter

fields. The iterative difference-correction method is applied exclu-

sively at horizontal levels to produce highly smoothed horizontal

parameter surfaces. It ignores the unequal spaLial and temporal dis-

tributions of data at successive levels. The use of recombined param-

eters at any grid point to recreate vertical structure distorts the

gradients and obscures acoustically significant features, such as sonic

layer depth and secondary channels, in the resulting sound-speed

profiles.

An additional problem, recognized by Levitus and Oort, is that

seasonal aliasing is produced in squares with incomplete seasonal data.

Given the temporal data distribution available, aliasing would greatly

distort the monthly resolution in the shallow layers. Even with three-

month seasonal resolution, the structure in the final model would be
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questionable in some regions. Finally, the analvsis extends only

to a depth of 5000 m. (This is not considered to be a serious draw-

back, however.)

AVAILABILITY

The model is presumably completed and available, although the

status of the new analysis with the revised data base is unknown.

The computer code for the objective analysis was specifically developed

for the GFDL computer, and the output data format may also be computer-

specific. The data could be reformatted, but future updates of the

model could not be produced independently if it is impractical to con-

vert the code. Time and cost to acquire the model cannot be estimated

without further investigation. Computer compatibility and the labor-

atory's cooperativeness are unknown factors.

SUMMARY

The GFDL model is not a suitable candidate for Standard Ocean.

The objective analysis makes no attempt to preserve the integrity of

the vertical structure of the sound-sneed field. Computer-related

difficulties prohibit updating the model in the future. GFDL's pri-

mary advantages are that the initial analysis is complete, the cover-

age is good, and the model is presumably available now.

L. . . . . . . . . . . .
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Appendix E

HYDAT

HYDAT (Hjydro-Climatological Data Base) is a software system de-

signed tQ retrieve the most-representative observed surface-to-bottom

temperature and salinity profiles for a particular location and time,

based on a data set within a specified radius of influence of the

location. Originally de'reloped by Ocean Data Systems, Inc., the pro-

gram has undergone much modification and debugging. According to

Evelyn A. Hess, its operation is not yet routine nor is HYDAT ready

for release.

HYDAT is intended to provide worldwide coverage over all months

for which data are available. Hess believes it to be the best program

for retrieving data on the southern hemisphere. For worldwide cover-

age, Hess considers the present data set, an older onL of about 750,000

observations, inadequate. The installation of the MOODS data set at

FNWC in late 1979 should improve the situation. MOODS will contain

S2.8 x 106 observations worldwide.

HYDAT's analysis relies on a variable, user-specified radius of

influence. The area analyzed is in 1V x I increments; smaller grid

increments are not used. Time spacing is one or two months, though

smaller spacings are possible given adequate data density. Retrieval

time is said to be about one minute per retrieval, depending on the

size of the data set analyzed.

The program selects the mean surface-to-bottom temperature pro--

file according to three criteria:

This appendix draws on discussions between Evelyn A. Hess
(FNWC), Colborn, and Daubin held 15 March 1979 at FNWC, Monterey,
California.

tOcean Data Systems, Inc., flthdr0lnvto~ogaic Data RetreivaZ

Progrant: Punctionat Deaci•ption, 1 November 1976.
**

According to Lcdr. Will Rogers, FNWC, the data files for MOODS
have been assembled, and MOODS is expected to be on-line shortly.
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1. The profile closest to the median or mean sea surface

temperature.

2. The profile closest to the median or mean temperature at

243 m (797 ft).

3. The profile closest to the mean heat content (average tem-

perature) between 0 and 243 m.

HYDAT's analysis ignores sonic layer depth, which may therefore

not be preserved. Furthermore, there is no attempt to preserve the

horizontal integrity in the outputs from adjacent locations. If there

are fewer thant stx profiles within the radius of influence, HYDAT

presents all the data and lets the user decide among them. HYDAT can

distinguish and identify two water masses within the same radius of

influence, unless their temperature profiles cross or converge at

depth. But more than two water masses are too much for HYDAT's analy-

sis. The subtoutine Single-SAL selects the most typical salinity pro-

file. In the older climatology salinity data are less abundant than

temperature data.

SUMMARY

HYDAT is an unsuitable Standard Ocean candidate for the following

reasons:

I. The analysis may fail tLo preserve sonic layer depth and

horizontal continuity with adjacent areas.

2. The code is tot yet ready for release; an experienced

operator is required to run the model.

3. The model relies on an older, less reliable climatology.

4. The model may not retrieve representative profiles in areas

or during periods of sparse data.

gU
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Appendix F

ICAPS

The Integrated Command Antisubmarine Warfare Prediction System

(ICAPS) is an operational oceanographic data analysis system developed

by the Naval Oceanographic Office (NAVOCEANO). It is being used by

units in the fleet for sonar range prediction. The system can be run

on a Univac 1108, Nova 800, or IBM 360 computer.

ICAPS merges observed XBT profiles with the appropriate deep tem-

perature profiles through a temperature/salinity analysis using his-

toric salinities (water-mass identification). Salinities above 400 m

can be adjusted to maintain a nonnegative local density gradient in

areas affected by temperature inversions. The operator can override

the system if he disagrees with a decision. The system contains a

library of typical observed XBT casts and known seasonal water-mass

characteristics for the northern hemisphere and the Ildian Ocean to

20°S.

Using the merged temperature and historic salinity profiles,

ICAPS generates the local sound-speed profile from the surface to the

bottom. Then it computes the acoustic eigen-rays and propagation

losses in the immediate vicinity using tne FACT algorithm. In the

latter computations it is assumed that the water mass is uniform near

the XBT cast. ICAPS cannot yet predict the range-dependent sound-

speed structure from a given point, but W. R. Floyd expects a predic-

tive capability to be developed sometime in the future.

This appendix draws on discussions between William R. Floyd
(NAVOCEANO), Paul M.ersdorf (NAVOCFANO), Colborn, and Daubin held 8
MLarch 1979 at NAVO(.;-ANO, Bay St. Louis, Mississippi, and on the follow-
ing publications: Alvan Fisher, Jr., The ICAPS Water Ma8a Hiitory File,
NAVOCEANO, NO()RP-19, May 1978, and idem, Oceanocrtphec Analysis .tknual
for On-Scene Phediotion Syetems, NAVOCEANO, NOORP-20, May 1978.
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METHODOLOGY

The following paragraphs describe how ICAPS selects the water-

mass characteristics and merges the temperature profiles.

Two assumptions were made in developing the ICAPS historic water-

mass file: (1) near-surface water masses can be uniquely identified

by thermohaline characteristics, and (2) the thermal characteristics

of neighboring water masses are different enough to permit reliable

identification from an expendable bathythermograph (XBT) trace alone.

After identification of the applicable deep history, the tempe.rature

values of the input trace are merged with deep temperatures using an

equation of the form

T, W THi + K i(K IAT), (F.1)

where Ti and THi are, respectively, estimated and historical tempera-

tures at depth I; K is a weighting factor; and AT is the difference

between the temperature at the bottn; of the XBT trace and the inter-

polated histori.il temperature at the same depth. The weighting
±

factor, developed from empirical solution for a set of historical

data, is determined as a function of the depth increment between
points; (D i - D i-1):

() i-D i)/lO0
Ki 0.835 (F.2)

At the first synthesized temperature value (i - 1), Ki_ 1 equals unity.

Because classical oceanographic literature provides few guidelines

for water-mass identification, it was decided that the most objective

way of determining water-mass characteristics within a given area was

to review original oceanographic data. To NAVOCFANO data files were

11hii subs•ction is paraphrased from Fisher, The IOAPS Watt,. !11-a
1fraom, Ftile, pp. 1-10, with permission.

'Leter evaluation of the merge showed that a constant of O.7Mu
created a morre realistic merge in the Mediterranean Sea. The value
of 0.835 was retained for all other areas.
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available. (1) An oceanographic station data file of approximately

491,000 observations k,=npiled by the National Oceanographic Data Center

(NODC) provided temp ature and salinity data at 32 standard depths

between the surface and 7000 m. (2) An XBT file of approximately

218,000 observations fromi three sources (NAVOCEANO, NODC, and FNWC)

provided temperatur. data at each flexure point over the depth range

of the instrument (at ýý.!ep as 760 m). The following procedure was used

to determine water-ma-. characteristics in the near-surface layer

(0-400 m):

1. The classical literature was searched for applicable de-

scriptions. For example, the northern edge of the Gulf Stream

is frequently delineated by the 15'C isotherm at 200 m.

2. The ocean station data file was used to provide annual com-

posite statistics (mean, standard deviation, number of obser-

vations) at each standard depth using all available data

within the area of interest. Plots of the distribution of

temperature versus salinity at 200 and 400 m helped determine

the number of water masses present and the thermohaline vari-

ability within each. Figure F.1 shows a plot of temperature

versus salinity at 200 m in an area where the cold Labrador

current meets the warmer North Atlantic drift. The presence

of water masses with specific thermohaline characteristics

is clearly recognizable, and tentative water-mass cla:.sifica-

r!on has been made. The 200 m level was found to be a good

depth for classification since it is too deep for diurnal and

seasonal influences yvt within the depth range of XBT probes.

The X!T file provided statistical data and histograms for

temperature and temperature gradients at preselocted depths

to supplement the ocean station data.

3. Flexure points in the temprrature versus salinity (T-s) plot

shown in Fig. F.1 clearly defined water-mass criteria in

areas where different water masses existed in close proximity.

Coniderable temperature variability also occuCrcd In areas

containing a single water mass, probably a result of dynamic
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events such as upwelling. Where variability of this nature

was observed, two classifications ("warm" and "cold") were

made to provide a better merge between XBT trace and history.

4. Temperature ranges (filters) at 200 a were developed to dis-

tinguish adjacent water masses based on information provided

in the previous steps. If adjacent water masses had similar

temperature ranges at 200 m, they were differentiated by

examining the temperature gradient between 200 and 300 m.

For example, both the Gulf Stream and the Sargasso Sea are

characterized by a temperature range of 15' to 25"C at 200 m.

Analysis of a near-isothermal layer of 18°C water extending

from the bottom of the seasonal thermocline to over 300 m deep

in the Sargasso water far from the Gulf Stream showed that

95 percent of the observations had a temperature gradient

between 0.O*C/l00 m and -1.6*C/lO0 m. Thus, in the region

of the Gulf Stream, the gradient -l.6°C/100 rn at the 200-

300 m level is used to differentiate Gulf Stream water from

Sargasso water.

S. Mean seasonal temperature and salinity values were then de-

termlnod for each depth and water mass (Table F.1). Where

the dau were not deep eitough, temperature and salinity were

extrapolated to the bottom by comparison with neighboring

profiles. :nconsistencies in th. data--such as a temperature

inversion at depths below 200 m--were examined to determinne

it they wert a result of statistical processing, data dis

tributlon, or bad data.

6. A quality control check wa% made by plotting the seasomal

4ata on a single plot of telaperature versus salinity (Fig.

F.2). That procedure immediately reveals inconsisteneics in

the data: temperature errors are indicated by vertical spikes.

salinity errors by horizontal opikes. and depth errors by

akewed hpikke. Where data were obviously incorrect, the plot

was saothcd to conform with surrouadint data. A second

quality cotrol cheek was made by visially inspecting the

seaso.al traces of temperatur atnd salinity versus dcn.,.

Again. discrepancivri wvrc sroothed after co&,parisoa with

uelghborintg traces.
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Table F.1

TEMPERATURE AND SALINITY AT STANDARD DEPTHS IN SLOPE WATER

Temperature ('C) Salinity (e/*,)

Number Number
Standard Standard of Standard of
lk.pth Mean Deviation Observations Mean Deviation Observations

0 23.77 2.28 676 34.34 1.10 684
10 23.10 2.65 682 34.55 .97 680
20 21.72 3.70 682 34.84 .83 680
30 19.42 4.36 683 34.96 .83 679
50 15.87 4.17 683 35.14 .76 678
75 14.49 2.86 683 35.41 .55 678

100 13.78 2.04 683 35.54 .38 678
125 13.16 1.57 684 35.54 .28 678
150 12.54 1.14 684 35.51 .22 678
200 11.21 1.24 684 35.38 .17 676
250 9.86 1.23 684 35.24 .15 674
300 8.68 1.25 682 35.14 .13 674
400 6.87 1.10 582 35.03 .10 575
500 5.67 .79 551 34.99 .06 546
600 5.03 .)2 529 34.98 .05 525
700 4.67 .32 518 34.98 .04 514
800 4.43 .24 473 34.97 .03 471
900 4.27 .20 438 34.97 .03 436

1000 4.13 .17 393 34.96 .03 386
1100 4.02 .15 350 34.96 .04 345
1200 3.92- .13 330 34.96 .04 324
1300 3.85 .12 322 34.96 .04 316
1400 3.7i .12 319 34.95 .04 313
1 1O0 3.71 .12 315 34.9) .04 311
17N0 I.Sb .09 270 34.,S .04 264
2000 ;.41 .09 239 34.95 .C4 233
2500 3. GC; .11 160 34.94 .0i l14
3000 z.59' .16 89 34.92 .03 84
4000 J2. 2 6j .07 41 34.90 .02 ?8

SOURCE: AdApced from Fi~sher, !"hx I CA.FF; Water M-wet .Yi"i-4 Fi'. p. 5

(use©d by pemtssto3).
NOTE: Slope wAtrr <haractvri~ticri ar. an follous: location. W5"

4W"., 60"-76*W; %idou., ,-,,'wr; tctmpcraturc tago.9-X";alsy
range, 30-40 /.
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The water-mass file has been segmented to permit installation in

computers of various storage capacity. For example, the North Atlantic

is divided into areas A though E, the North Pacific A thiough G, and

the Indian Ocean A through D. Each area is further divided into regions

of similar oceanographic properties, the lowest denominator being a 1"

rectangle. A region may have as many as five water masses but is

normally limited to two or three. Historical data are provided by

season. In most regions winter !s January through March. In the Indian

Ocean, however, the winter monsoon is October through March; summer

monsoon, April through September. Given the geographic position, data

from an XBT trace, and season, the program will automatically select

the proper water-mass history for the merge.

EVA! UA r I CN

For several reasonb, ICAPS is an attract'.ve candidate for S.•tndird

Cc .an:

1. The system is highly autom'ated ani can be operated success-

fully by a nonoceanographer.

2. It is operational and available.

3. It can differentiate aad identify water masses.

W. R. Floyd considers 1CAFS a rel.able system in the North Atlantic,

less so in tit- North Facific.

Other features of ICAPS make it unsuitable for Standard Ocean:

1. !CAPS .!annot make range-dependent predictions of sound speed.

It assumes a uniform environment in the vicinity of the XBT

cast input. Therefore, it will not function well near fronts

or in highly variable regions.

2. The tysteti requires xBTr data as tnput.

1. The identification of water mass and subsequent extension of

the XBT profile to the bottom may not be reliable in areas

where the deep t.limatology (>400 m) varies significantly

(e.g., thr eastern North Atlantic near the Mediterranean
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outflow). !Having made no assessment of ICAPS' performance,

the Standard Ocean Evaluation Group is unsure of the serious-

ness of the foregoing disadvantage.

Iy

U.|

0'2
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Appendix G

ODS1

Ocean Data Systems, Inc. (ODSI) proposes to develop an environ-

mental data retrieval system to be used as Standard Ocean. Captain

P. M. Wolff is to direct five analysts in the effort. Captain Wolff

plans to base the model on similar work done by ODSI for the Department
t

of Energy. For each oceanic square, the model will contain the monthly

most probable, minimum and maximum temperature, salinity, sound-speed

profile, and sonic layer depth. ("Most probable" refers to typical

oceanographic conditions in an area; it is not an average or a mean of

local observations, which might portray an environment that would never

be observed.) Profiles will extend from the surface to the greatest

depth in the square. Squares will vary in size depending on local

complexity; typically, they will be V x 1°. In addition to the pro-

files, ODSI would provide the following oceanographic information for

each square:

• Current akd frontal boundaries.

* The presence of strong bottom currents, upwelling, and

eddies.

* Shelf phenomera (not defined) and shelf boundaries.

• 0T profiles (minimum, maximum, and most probable).

* Basin sill depths.

0 Discrete profiles for two wat.-t masses, if present (how

they would be differentiated ii unexplained ).

*

This appendix draws on dincussions between Capt. Paul M. Wolff
(ODSI), Colborn, Daubin, and Hashimoto held 16 March 1979 at Ocean
0ata SystErms, Inc., Monterey, California.

P. It. wolft, ""offreerbit'.C:a 77(1me 0OPW 0`ee Ocean
Data Systev, Ine., July 1978; Ocean Data Systesm, Inc., and U.S.
Department of Ynergy, 0TPcA 'Th1emrptv oeatare R.Peot for W'•teelmn. (uf
of Muer-io, TID-77949, October 1977; idem, O)7FC Thr l Re•,u.,e Re-
port fo . Cytrtl Gultf of" Mext'.., TID-27951, n.d.

Appendaix•F and F describe algorithms for identifying water
• masses.
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The data would he arranged in tables, with eddies, currentf,, and the

like represented by code.

The data to be used in deriving the model will come from the

sources Lu ODSI's extensive in-house data library. Three files will

he maintained for the model's preparation.

Data Source

File i. Nansen casts
STDs NODC
CTDs*

File 2. XBTs NODC (50%)
AXBTstf FNWC (50%)

File 3. MBTs NODC

File I will take precedence over files 2 and 3 when sufficient data

are available. File 3 will be used only in holidays where no data from

files i and 2 a,-e available. If data are unavailable for certain

areas from any file, values will be extrapolated from adjacent areas.

Captain Wolff will avoid analyzing adjacent data sets containing data

from different time periods. Rather, he will attempt to analyze what

might be called temporally averaged data sets. The space scale will

be appropriate to the local situation. For example, in areas near

frontal boundaries such as the Gulf Stream, grid spacing would be much

finer (<I' x I') than in the Sargasso Sea, where little spatial and

temporal variability is expected.

Boundaries and boundary widths for currents and fronts would be

used to set boundary conditions, which would be moved to match ob-

served conditione in the model's synoptic version. The model would

preserve horitontal and vertical gradients.

EVALUAT ION

An imprvsbil-v amount and variety of datr are to be included in

the proposed ODS01 wdel--oven exceoding the base requirements for

Conduct ivity/temperatur/det-th tinstrument readings.

SAirborne expendable bathythermograph traces.
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Standard Ocean in some respects. As ODSI remains conceptual and un-

tested, however, the Standard Ocean Evaluation Group has no way of

Judging the quality of the model's output products. Running an analy-

sis of even a small area for preliminary evaluation would entail sub-

stantial start-up costs. Furthermore, it is doubtful that the model

can be satisfactorily completed for the estimated cost ($180,000) and
within the estimated time (18 months). Other candidates such is GDEM

and AUTO-OCEAN, while lacking the quantity of output products of ODSI,

are available for evaluation now and should be less expensive to

acquire. For those reasons, we recommend against adopting the ODSI

model for Standard Ocean.

)
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Appendix 11

SIMAS

The Sonar In-Situ Mode Assessment System (SIMAS) sound-speed

data file was developed by the Naval Underwater Systems Center (NUSC),

New London. Its purpose is to indicate the sound-speed struct re ielow

366 m. extending an observed XBT-derived sound-speed profile. The

basic file contains annual sound-speed profiles from 366 m to the

bottom for 70 so-called homogeneous areas in the Norr.h Atlantic, 69

areas in the North Pacific, and 50 areas in the Indian Ocean. Cover-

age for the Atlantic and Pacific extends from 63"N to 10S; Indian

Ocean coverage extends from the coast to 50*S. The data have been

digitized geographically to a presumed resolution of at least 1" lati-

tude and V° longitude. In addition, monthly best-guess sound-speed

profiles are available for the upper 366 m, although they may not be

in a spatially digit.izvd format. The complete profiles are available

in atlas reference charts by area. The program and data are computer-

ized for shipboard operation. The system resembles ICAPS (Appendix

F) in purpose, except that ICAPS can identify the local water mass

whereas SIMAS dependn on fixed sound-speed province boundarivs.

EVALUATION

The SIMAS ana~ysits is based .,t the original NODC Ranaen cast data

base available befor;e- 197, Ohic th original analysto was reported.

The data werc edited by keeping only the most recent observations

while tryit.g to retai% t-pattal and temporal coverage. Through a sub-

Jective analysis, standard profiles and area boundaries were selected.

After a•ialy:is the data set was reduced to only 0.1 pore.,nt of thc

a
This appendix arawa ctk informatton In a letLer .o DaubiU from

Colborn. 29 MArch 1979.

Eugene 4. podrstwa, sounS'! i Vjrtle for C., 0ot
.ktean, Naval Utndervater Systet. Center. TD-5271, 2 Febr:iAry 1976.

idem, un:! : -p. o ofilee for the North Atl4ntrc- O.edn, Naval Under-
water Syutvm . Center, TD-S447. 20 Octobtr 1976; idea, N owul d Prv-
fi U.'a -o'r th•; I-han Orvwtn, Naval Utidervater Systems Centeri, TD-5555.
11 ttcember 1976.

Mama F" BLMAW" FLOW
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original observations. Vertical smoothing of the data was performed.

Horizontal smoothing was used to produce a single structure for the

entire North Pacific below 2134 m.

It is difficult to evaluate the technical quality of the sound-

speed profiles because of the subjectivity of the analysis. We can,

however, point out defects in the homogeneous sound-speed area format

designed to provide a single profile for a given location and month.

That structure is not a true sound-speed field; It does not have

realistic horizontal gradient characteristics; and it cannot be re-

liably used to produce range-depctndent model inputs.

The availability of SIMAS is not known. However, the analysis
*

is complete and published in atlas form. The time and cost to acquire

the digital data file would depend on its compatibility with the com-

puter format of the LRAPP data bank. Acquisition might be accomplished

in a fairly short time and at reasonable cost.

SULMMARY

The SIRAS data file is not a suitable Standard Ocean candidate

because it has not been developed to produce a sound-speed field with

horizontal continuity. Extensive testing would be needed to resolve

questions of its technical quality. The model's main advantage is

its presumed availability now.

See the 'hror Podeszwa reports cited above.
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*__ PACIFIC'SIERRA RESEARCH CORP.
S1456 C overfield Blvd. Santa Mo.ica, •,lifornia 90404 , Tel. (213) 828-7461

TO: Distribution 14 March 1980

FROM: Scott C. Daubin, Jr.
"Coordinator, Standard

Ocean Evaluation Group
SEAS Modeling Program

SUBJECT: Evaluation of Standard Ocean Candidates:
Forwarding of Report

ENCL.: PSR Report 922, Evaluation of Stanvdard
Ocean Candidates, March 1980

1. The Long Range Acoustic Propagation Project (LRAPP) of the Naval
Ocean Research and Development Activity (NORDA) has sponsored a search
f- an oceanographic data retrieval system, to be installed as Standard
Ocean in the LRAPP data bank. (LRAPP is now entitled the Surveillance
Environmental Acoustic (SEAS) Project.) Standard Ocean's primary pur-
pose will be to provide range-dependent sound-speed profiles for input
to NORDA's numerical acoustic models. Standard Ocean will also support
the analysis of environmental data collected during exercises at sea.
Eight existing or proposed candidate systems were assessed by the
Standard Ocean Evaluation Group between January and August of 1979.
Each candidate was rated for its ability to meet LRAPP's requiremenus
for accuracy, ease of use, speed, availability, and cost. Two of the
eight candidates, AUTO-OCEAN and CDEM, were found to meet or exceed
most Standard Ocean criteria.

2. The enclosed report by the Standard Ocean Evaluationi Croup details
the results of its assessment. The report is authorized by the marager,
SEAS modeling program.

Enclosure: As noted
Distribution: Printed at end of report 'Y ý

4'

i.44, 1.

5.,



DEPARTMENT OF THE NAVY
OFFICE OF NAVAL RESEARCH

875 NORTH RANDOLPH STREET
SUITE 1425

ARLINGTON VA 22203-1995
IN REPLY REFER TO:

5510/1
Ser 321OA/01 1/06
31 Jan 06

MEMORANDUM FOR DISTRIBUTION LIST

Subj: DECLASSIFICATION OF LONG RANGE ACOUSTIC PROPAGATION PROJECT
(LRAPP) DOCUMENTS

Ref: (a) SECNAVINST 5510.36

Encl: (1) List of DECLASSIFIED LRAPP Documents

1. In accordance with reference (a), a declassification review has been conducted on a
number of classified LRAPP documents.

2. The LRAPP documents listed in enclosure (1) have been downgraded to
UNCLASSIFIED and have been approved for public release. These documents should
be remarked as follows:

Classification changed to UNCLASSIFIED by authority of the Chief of Naval
Operations (N772) letter N772A/6U875630, 20 January 2006.

DISTRIBUTION STATEMENT A: Approved for Public Release; Distribution is
unlimited.

3. Questions may be directed to the undersigned on (703) 696-4619, DSN 426-4619.

BRIAN LINK
By direction



Subj: DECLASSIFICATION OF LONG RANGE ACOUSTIC PROPAGATION PROJECT
(LRAPP) DOCUMENTS

DISTRIBUTION LIST:
NAVOCEANO (Code N 121LC - Jaime Ratliff)
NRL Washington (Code 5596.3 - Mary Templeman)
PEO LMW Det San Diego (PMS 181)
DTIC-OCQ (Larry Downing)
ARL, U of Texas
Blue Sea Corporation (Dr.Roy Gaul)
ONR 32B (CAPT Paul Stewart)
ONR 321 OA (Dr. Ellen Livingston)
APL, U of Washington
APL, Johns Hopkins University
ARL, Penn State University
MPL of Scripps Institution of Oceanography
WHOI
NAVSEA
NAVAIR
NUWC
SAIC
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